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CHAPTER 1

INTRODUCTION

Background

Petroleua has rapidly become one of the most
expensive and politically sensitive sources of energy in the
world. Over the past decade, crude o0il prices have
increased by over 300 percent in inflation adjusted teras
and, until recently, allowed OPEC to establish itself as a
dominant political force in the marketplace (6:4—1); Faced
with strategic wmability systems that are petroleum
dependent, the Department of Defense (DOD) relies heavily on
petroleum derived products for most of its energy
requirements. As a result, petroleum accounted for nearly
767 of all energy consumed by DOD activities in 1981. This
was an expenditure of $13.254 billion and represented 71
percent of the DLA procurement budget (9). Projectiaons
through the vyear 2000 indicate that the military will
experience increasing consumption and costs (26:13,235).

The Defense Logistics Agency’s Defense Fuel Supply
Center (DFSC) acts as DOD’s integrated material manager
(IMM) for wholesale bulk petroleum products in this volatile
environment (23:1-1-2). As such, DFSC’s rcsponsibiliti.s
include the procurement and distribution of petrol eum

products for DOD organizations (17:11). Based on projected




requiresents provided by each of the individual services,
DFSC develops and awards contracts for each product
requested. Hiéh the tresendous amount of capital invested
in petroleum and its strateqgic importance, accurate
forecasting of requirements has become a major item of
interest to DFSC. Under the present system, DFSC relies
entirely upon each of the services for forecasted
requirements.

Future requirements submitted to DFSC by the
services are currently being derived from a manual analysis
of projected mission changes,. anticipated exercises,
scheduled special events, and past consumption. The heavy
reliance on estimated activity results in an attempt by the
services to ensure every contingency has been adequataly
covered. As a result, contracts have been lat that
obligated contractors to excess quantities that were never
lifted. This not only tied up valuable fuel resources but
also had a detrimental effect on supplier relationships

(19).

Eroblem Statement
Using present procedures, the services have been
unable to provide initial purchase requests that predict
Tuture petroleum consumption as accarafoly as desired by
DFSC. The following graphs depict the percent errors

cbtained between initial forecasts and actual consumption.
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DOD purchasing of petroleum in a highly volatile
market and complex political arena requires a thorough
understanding of the requirements process. Presently, no
document exists which explains the entire system from
service computations to the awarding of contracts by DFSC.
This research takes such a systems perspective and explains
the overall procedure and its interrelated processes.

DFSC has become concerned with the difference
between projected requirements and actual consumption.
Because the services base their anticipated requirements on
estimates of future activities which can be up to 18 months
old, developing an accurate forecast becomes extremely
difficult (14). The use of manual calculations and analysis
compounds this problem since it iimits the use of past
consumption data and any sophisticated forecasting
techniques that may apply. These two factors may contribute
to the differences observed between projected requiresents
and actual consuaption. The use of computer-based
forecasting models and their capability to perform numerous
calculations on large sets of data should help to improve
the requirements determination process and significantly
reduce these differences. This research study will attempt

to make such an assessmsent.
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- Research Question

Can & computer-aided forecasting approach based on

i historical consumption data be utilized to provide better
;§ predictions for future petroleum requirements than the
;j present system?

éj Research Obijectives

R

The primary objectives of this research are to

re, provide a detailed description of the current requirements
ﬁ; generation process, examine the accuracy and merits of the
E: present system, and propose a forecasting approach that will
;5 accurately represent and predict future requirements. These
-é objectives will be pursued according to the following
3 methodology:

2 ) Bain‘a thorough understanding of the present
5; requirements determination process used by each of the
- services.

oY 2. Obtain the initial service forecasts and actual

consumption quantities for the locations being analyzed.
3. Determine the accuracy of the service forecasts
by location and time period.
v 4. For each submission period, obtain the most
appropriate forecasting models and select the model which
ij provides the best results for that period.
- 3. By location, compare the service forecasts with

the "Best”™ model’s forecasts for each submission period and
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determine which provides the most accurate results.

Purpose
The purpose of this study is to describe the current
requirements determination system and provide the services
with alternative methods for determining future petroleum

requirements.

gcope

As amentioned previpusly, a thorough review and
understanding of the present requirements determination
process usad by the individual services and the forecasting
models available to assist in this process will constitute
the major portion of the literature review. The
requirements determination process for each service will be
pursued from the lowest level and proceed through to the
letting of individual contracts at DFSC. Because of the
limited amount of written material in this area, = a
substantial portion of the literature review will be based
on telephone and personal interviews. It is intended that
the systems perspective gained from this review will provide
a better understanding of how the overall requirements
determination and contracting process works.

This study addresses only forecasting for peacetime
operating stock (POS) and will be applied independently of
war reserve material (WRM) planning. The requirements for

WRM are based on threat analysis while this study
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. concentrates on applying historical consumption patterns to
N future projections.

To further 1limit the scope of the problem and keep

w
- ". ". -.- .

it within a feasible range, the petroleum products that will

'
o’

be addressed in this research are JP4 and JPS5. These are

Pl
)

the major aviation fuels used by the services, accounting
for nearly two-thirds of DOD’s total petroleum usage.

5§ Together, they constitute the: bulk of DFSC’s contract

- requirements. Also, since the Air Force and the Navy are
o
. the primary users of JP4 and JPS respectively, only their

K
LI ]

bases and stations will be utilized in this analysis.

+

Although the results of this research pertain mostly
to the respective service submission offices, they may
i provide insights and interrelationships for petroleum
managers at all levels. This study should provide each
- service with an indication of how accurately its
requirements determination system operates and may provide

methods to improve the effectiveness of this process.

mar

" With the problem defined, the scope limited, and the

A

D A

s

objectives established, Chapter II consists of a

AN

comprehensive reviaew of the present requirements

»-'

determination process and its impact on the DFSC contracting

D
2t

process. General forecasting models and their applications

707,

»
[N

afl also covered. Taking into consideration any limitations
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or assumptions that bave to be made, Chapter 1III

concentrates on the research question and the methodology
utilized ¢to achieve the research objectives. Chapter IV
contains a. discussion of the data used in the forecasting
maodel and an analysis of the results. Chapter V completes
the research by providing a summary of the research effort
and any conclusions or recommendations that resulted from

the study.
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.- CHAPTER II

LITERATURE REVIEW

Nt

»

The literature review for this thesis was conducted

¢

L)
T v )

by using the various manuals, requlations and policies that
comprise the fuels requirements determination process and
']. the texts and user’s guides that address the forecasting
- techniques that were used in the research portion. Because
S - the written 1literature does not sufficiently cover the
requirements determination process and provides only general
N guidelines, liberal use of personal and telephone interviews
L of key personnel associated with the requirements and
" contracting processes were made. This review covers the
iR following major areas:

1. Expanded background of DFSC and its internal and
external relationshipss;

2. The current requirements determination process

o

LA

used by the Air Force and Navy;

P l'. l‘.l

3. The procurement and distribution processes and
their impact on the present requirements determination

process; and

OV e

4. Forecasting models and their applications.
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DFSC Background and Relationships

The Defense Fuel Supply Center has been in existence
for nearly 49 years. Originating from a need to coordinate
petrol eum purchases for the DOD, it was initially
established in 1945 as the Joint Army—-Navy Petroleum
Purchasing Agency under the direction of the War
Department. Its name was changed twice during the next 12
years and in 1962 was changed to the Defense Petroleum
Supply Center when it became a charter member of the Defense
Supply Agency (presently known as the Defense Logistics
Agency) . Two vyears later it was renamed the Defense Fuel
Supply Center (DFSC), the name by which it is known today.
In 1973, DFS5C’s mission was expanded from primarily a
procurement activity to that of Integrated Materiel Manager
for bulk petroleum worldwide (6:ii).

Internally, DFSC is comprised of three directorates:
the Directorate of Supply Operations, the Directorate of
Procurement and Production, and the Directorate of Technical
Operations (24:1-1-19). Based on the scope of this
research, the areas of concern were limited to the
Directorate of Supply Operations and the Directorate of
Procurement and Production as they were the only departments
directly affected by the service requirements projections.
In addition, DFSC oversees ten Defense Fuel Regions (DFRs)
which serve as DFSC’s field representatives on fuels related

matters in particular locations, both CONUS and overseas.

11




As mentioned previously, each of the wmilitary
services calculates its own requirements and forwards them
to DFSC for congolidation and contracting action. To
facilitate the compilation of these requirements, the
individual services have established their own Service
Control Point (SCP) to act as a central focal point in this
process. Both the Air Force and the Navy maintain their SCP
offices at DFSC while the Army maintains their SCP office at
the New Cumber1l and Army Depot in New Cumberland,

Pennsylvania (24:1-1-3).

Requirements Determination Process

Each of the services uses slightly different methods
for determining its future fuel requirements. Keeping in
mind that this research was limited to the two major fuels
by consumption, JP4 and JP35, only those processes involved
in determining their requirements were reviewed. The Air
Force is the primary user of JP4 while the Navy is the
primary user of JP35. The Army is a major user of ground
fuels but was given only cursory notice in this research as
the major focus was placed on the bulk requirements for the
major aviation fuels that DFSC is charged with procuring.

The Air Force requirements determination process
beg:ns at the Air Force SCP, Detachment 29 (Det 29), SA-ALC,
Cameron Station, Virginia. The Air Force consumes about 55

percent of the DOD’s total petroleum requirement; aircraft

12
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operations account for 92 percent of the Air Force total
(21:1). Based on experience, judgement and past years
.consumption figures, the item manager at Det 29 formulates
tentative JP4 requirements for each CONUS Air Force location
and distributes these Ffigures to the Major Commands
(MAJCOMs) for review and comment. The MAJCOMs, in turn,
relay the computations to the appropriate base for review
and coordination. Any comments or adjustments are returned
to the MAJCOMs where they are reviewed and consolidated
before returning to Det 29. The item manager reviews the
responses and makes adjustments as are deemed appropriate.
Once the requirements receive coordinated approval by the
using MAJCOMs, Det 29 consolidates them and fills out a
Military Interdepartmental Purchase Request (MIPR), which is
forwarded on to DFSC for subsequent contracting action (19).
This system appears to work smoothly with the exception that
the entire process is done manually, making the process slow
and cumbersome and limiting the amount of analysis that can
be performed in formulating future requirements. Overseas
requirements are handled in a slightly different manner,
with the Fuels Management Officer (FMO) at the particular
overseas location submitting an AF Form &2, "Overseas
Petroleum Requirements,” to the appropriate MAJCOM fuels
office for subsequent review and submission through the item

manager at Det 29 to DFSC (22:1-264).

13
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The Navy bulk requirements consolidation for JPS is
3 handled by their respective SCP, the Navy Petroleum Office,
l which is also located at Cameron Station, Virginia. General

guidelines for submitting these requirements are contained

in NAVSUP Manual, “Supply Ashore”, Vol 11. However, in an
effort to clarify and standardize requirements submissions
from using activities, the Navy Petroleum Office (NAVPETOFF)
recently issued a NAVPETOFF Instructidn implementing interim
reporting instructions pending revision of NAVSUP Manual,
Vol II (5). Under the new guidelines, Fleet Commanders,
CONUS shore activities, and Navy bulk fuel teraminals
(Defense Fuel Support Points) are directed to subn%t their
projected requirements, by quarter, for two fiscal years to
the NAVPETOFF for subsequent consolidation and submission by
MIPR to DFSC (15). General guidance for calculating these
projections based on past consumption data is also provided;
specifying that judgement and experience should be used in
determining future requirements. Knowl edge of exercises,
overhaul schedules, budget constraints, turn-ins, etc., are
to be used to modify submissions based on historical
consumption/usage figures.

As was mentioned at the beginning of this chapter,
the Army has virtually no requirement for the products we
have focused on in this research. In fact, of the total JP4
and JP3 consumed by the DOD, the Army accounts for less than

five percent (6:22). Because the Army has such an

14

~ [P . . . . . S .
T R T e AT R R S PR P c. T STl s . -
CRENE UL S AT YL YR W TR VL VA TR TR TR PR T ORI VO TRV TR TEIN PEPCICIR T T ITTWIS TR e rvrrrsrirres s we




......................

insignificant requirement for these products, what
quantities they do use are generally purchased locally and
are rarely included in the bulk contracts that DFSC is
.. responsible for administering. For this reason, the Aray’s

requirements determination process will not be reviewad.

Procurement Process

Once the total requirements for these fuels have
been determined and consolidated by the respective services,
5 the SCPs formulate MIPRs to cover the requirements and
forward them to DFSC for contract action (24:11-1-2). The
MIPR is reviewed and checked for accuracy and completeness
by the Supply Operations Directérata before submission to
the Procurement and Production Directorate for actual
contract bid solicitation (24:11-1-6). Prior to award of
the contract to a particular contractor, all bids are fed
into a computer linear programming package that takes into
account transportation costs and locations to arrive at the
lowest laid down price (total cost from supplier to user) to
serve a particular area (19). This serves a dual purpose:
ensuring that the DOD gets the best possible price while
conserving transportation resources to the greatest extent
possible.

After the contracts have been awarded, the
contracting officer summarizes the award data into a
Plan

Distribution (DP). The DP 1is published by DFSC to

15
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advise the CONUS and overseas fuel regions of how the

requirements for a specified procurement program and

v Priats, oiude
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'i P
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delivery period will be supported. Also from this data, a

Distribution Plan Authorization (DPA) is prepared by DFSC to

furnish the fuel region with the authority to order and
establish a wmaximum ordering quantity limit (24:11-4-1).
-E This, in turn, is used by the respective DFR to prepare the
Source Identification and Ordering Authorization (SICATH),
DFSC Form 21.1, which is distributed to the base or activity
E} as the sole authorization for requisitioning of bulk
aviation products from commercial sources (22:27-19).

This completes a general description of the present
requirements determination process. As can be seen, the
entire process involves manual manipulation of available
data with little statistical or automated analysis. Several
3: computerized analytical techniques are available which
: should facilitate this process. These are described in the

follawing section.

Forecasting

Forecasts provide managers with the critical link
between their organization and the environment. They
provide the information required for management decisions
throughout an organization. In an increasingly complex and
volatile environment, forecasts become even more vital and

indispensible as a tool for decision—-making (7:432).

16
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Management faces a wide variety of forecasting
techniques to choose from. The methods vary in complexity
from the extremely simplistic "naive" approach to the very
compleax Box-Jenkins techni que. Although each method
attempts to reduce the amount of uncertainty invoived, no
one approach works best in all circumstances (26:34). As a
result, the researcher must select that technique which
works best for his partichar requirements.

The selection of a method depends on many factors -
the context of the forecast, the relevance and availa-
bility of historical data, the degree of accuracy
desirable, the time period to be forecast, the
cost/benefit of the forecast to the company, and the
time available for making the analysis [3:431.

Forecasting methods fall into three major
categories: qualitative, causal, and time series analysis
and projection (3:49). The first uses mostly expert opinion
and the knowledge of special events. In the second
grauping, highly refined and specific information is used to
explain relationships between factors which can be used to
predict +future conditions. The last category concentrates
on the use of patterns and pattern changes to predict the

future. The last two categories are often grouped together

under the general heading of quantitative techniques.

Qualitative Methods
The use of qualitative or subjective techniques has
not been well specified (1:211). In most instances, the

forecaster carries out the process in his head, subjectively

17
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weighing eany different factors. Although this approach may
vield highly accurate results, depending upon the individual
(. involved, the results are not reproducible and do not lend

themselves well to research or use by others 116:2).

PR
s, Y
s

Techni gues

ff In contrast to qualitative techniques, quantitative
< .

i: methods such as time series or causal models provide

f: reproducible results and are readily computer programmable
3; (1:211). These techniques can be applied when three
;5 conditions exist:

; 1. There is information about the past.

L 2. This information can be quantified in the form

. of data.

n 3. It can be assumed that the pattern of the past

f will continue into the future [11:7].

a Causal techniques provide forecasts based on the
.5 relationships between two or more variables. This approach
E requires the availablity of sufficient historical data to

:f determine the relationships between factors. It also

-& assumes that the conditions affecting the relationship
Eg continue on into the future (11:1446). Models falling into

this category include regression and correlation analysis,

E econometric models, input-output models, and systems
ﬁ dynamics (7:442).

%’ .

Jime Series Analysis
Time series analysis predicts the future based on

past data or patterns (290:34). The time series data used to

18
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make these forecasts consists of values of some variable

taken at equally spaced time intervals (7:445). In each
instance, the observation is a realization of a joint random
distribution making it a stochastic process (16:8).

Time series data usually consists of five
components: the average, trends in the average, seasonal
.variation, cyclical variation, and random variation (29:34).
The trend component refers to the 1long term growth or
decline in the average of the variable (7:446). Cyclical
variations represent the recurrent undulations of the
variable over a period of vyears (20:34). The seasonal
component reafers to the annually repetitive demand
fluctuations that occur (7:447). And, the random component
is the irregular deviation found in the data due to complex
random elements in the environment. These components may
appear singularly or in any combination.

Time series analysis does not concern itself with
the relationships between dependent and independent
variables. Instead, it concentrates only on the outputs of
the generating process. This provides two advantages:
first, it reduces the need for expertise or the need to
research the relationships , and second, it allows the
forecaster to concern himself only with recording
observations and making predicitions (11:17).

An important step in time series analysis is to

determine which of these patterns are present. Different
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models are appropriate for different patterns. There are
generally four patterns that will appear: horizontal,

ssasonal, cyclical, and trend (11:8-11).

A
AN
QY
A 1 1
N 1 1
1 1
: I/\/\A/w\ I
‘:: I I
B ¢ ¢
-3 I | I
i I I
I...-............---IIII.... I..'........I..-.I...-...-Il.
- HORIZONTAL TREND
I 4
. I 1
g 1 1
1 1
1 I
I 1
1 I
I I
I..-............-......-..II I.II.I.I.-.-I-.I-I-.‘-......-
; SEASONAL CYCLICAL
- Figure 2-1
. Data Patterns
. In each pattern some random error will occur. The
f critical task of forecasting i to separate the pattern from
‘ the error (11:18).
‘; data = pattern + randomness
The forecast will be the expected value provided by the
: - pattern. The error follaows a random pattern with a mean
. equal to zero (16:8-16). Thus, the procedure of estimating

the pattern consists of fitting some functional form which

minimizes the error component of the equation. This can be

20
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measured by the mean square error (11:20-21).
MSE = ZeZ/n

where e:. is the error at each observation and n is the

number of observations.

The researcher will also wish to obtain several

additional statistics in order to determine the best

pattern. These include the variance, covariance, and
4

correlation. These aid the forecaster in determining the

pattern and relationships between different time periods
(11:35).

The variance describes the dispersion of the errors
about their mean. When n is sufficiently large, the central
limit theorem can be invoked allowing the distribution to be
described as normal. Thus with the mean and variance the
distribution specifies the errors completely (11:29). The
variance can be computed as follows:

s2 = 2(X,- X)=/n-1
where s? is the variance, X, is the ith aobservation,
and X is the mean.

The covariance describes how observations vary in
relation to each other (11:32). The larger the covariance,
the stronger the relationship. The covariance between two
variables, X and Y, can be computed as follows:

covariance = X (Y, - ) (X, - X)/n-1
The term autocovariance is used to describe the relationship

between different observations in the same series (16:21).
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Although covariance can determine if a relationship
exists, it does not show the magnitude. To overcome this
problem the covariances can be standardized by dividing the
covariances by the variance of the time series (16:25-26).
This term is the correlation or the autocorrelation of the
time series.

autocorrelation = covariance/variance
The autocorrelation aids tremendously in determining the
appropriate model to be fit to the data.

Two further concepts require discussion before
proceeding to the descriptions of forecasting models. These
are the concepts of stationarity and nonstationarity. A
stationary time series consists of a pattern where the first
two moments of the joint distribution are constant
(16:19-25). This means that the pattern may deviate from
the mean but it will eventually return to the mean.

Nelson describes stationarity as a very strong

condition to impose on a time series, one which is praobably

never true of all time series. In instances of
naonstationarity, the researcher must transform the
nonstationary time series into a stationary one. This can

be accomplished through differencing or log transformations
(16:56-67).

éakridakis and Wheelwright divide time series
techniques into three categqories: .smooth;ng, decomposition,

and the autoregressive—-moving average model (12:43). These

22
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models are the most appealing and empirically based of those

in use today.

Smoothing Models. These models weight or smooth
past observations in order to obtain a forecast. These
techniques attempt to average out the random error (12:43).
These models cost little to operate and can be accomplished
in short periods of time.

The wmoving average models attempt to provide
forecasts by averaging out the last L period’s observations

to obtain a forecast:

A
Ze = Eze.—L/L

A
where Ze is the forecasted value and Z.-. 1is the
cbserved value (14:47). The moving average model becomes
more sophisticated as all past observations are

exponentially weighted to provide a forecast (11:49).
Qt = aZe-1 + (l—a)/Z\g—;

where alpha (a) is the weighting factor. Both of these

models requir. small amounts of data to be stored and little

computational works however, they work well only with

stationary time series data (11:47-53 ..

The adaptive response rate models attempt to
accomplish the same effect as the o -irng average models
except it does not require establishi. g a smoothing
coefficient (11:53). Instead it attempts to automatically

determine the smoothing factor and vary it according to the

23
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conditions in the observations. It too only works well in a

stationary time series.

Several models attempt to account for trended data
which the previous models do not. Representative models of
this cateqgory include the linear moving average models,
Brown’s one-parameter linear exponential smoothing model,
and Holt’s two parameter linear exponential smoothing model
(11:55-66). These models attempt to determine the t and
factor and add it to the forecast. These maodels can be used
for trended time series observations but do not handle
seasonal and cyclical fluctuations well.

Another class of smoothing models attempt to break
out the five time series components and smooth them out
individually. This class of models includes Brown’s
quadratric exponential and Winter’s linear and seasonal

exponential smoothing models (11:646-74).

Decomposition Models. These models apply some of
the smoothing concepts but also attempt to break a time
series into its major subcomponents (11:43). Instead of
attempting to determine one pattern it attempts to predict
the seasonal, cyclical, and trend patterns while smoothing
out the random error (11:88).

data = f(trend, cycle, seasognality) + error

24




All of the decomposition techniques use a similiar
methodology. The steps include:

1. Obtain tne seasonality and random error factor.

P

Py 2.

a b
N AP

2. Subtract out this factor to obtain trend and

Tl et
s, a
" %9 %
]

> cycle functions.
3. 1Isclate the seasonal factor through averaging.
4. Identify the appropriate form of the trend.
S. Obtain the cycle factor by subtracting out the
TN seasonal trend factors.
6. Separate out all the factors to isolate the
T randomness.
Models falling into this category include the
O ratio-to-moving averages madel, census Il model, and several
moving average models (11:88-138).
Box—-Jdenkine Techniqgue. Box—-Jenkins Autoregressive
Moving Average (ARMA) techniques incorporate both the
o smoothing and decomposition methods along with a regression
equation to form forecast (11:233). This allows the ARMA to
smooth cut the randomness , break down the time series into
its component parts, and incorporate some explanatory
;;: methods.
” The moving average (MA) portion of the ARMA model
- - appears as follows:
/Z\t = U+ Ue + YalUeon +... Pale—q
which is a moving average of q periods (16:33). Thus, the

"memory"” of this portion is only q periods long (16:37).
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'The moving average portion can take on differing orders of
magnitude depending upon the number of periods in the moving
average and seasonality. The order of the moving average
component can be determined by the correlogram (16:74-73).
Significant spikes, greater than two standard deviations, in
the correlogram or autocorrelation function (ACF) and a
sloping partial autocorrelation function (PACF) indicate an
MA model.

The autoregressive component (AR) is a regressive
equation in which the forecast is related to its own past

values (16:38):

A
zﬁ = ¢lzt—1 + ----¢92t—p +6+ Ut

Autoregressive functions are not necessarily stationary.
Stationarity can be achieved by comparing the ¢ weights to
specified values (16:379-43). To determine whether a time
saries contains an AR component, one would 1look for a
sloping ACF and significant spikes occuring in the PACF
(16:49).

Both the AR and MA components can be combined to
form an ARMA model (16:57):

20 =@Zecs 4o tBZacn + 6+ U -
60Uy — ..o. OqUe—q

In an ARMA model, time lags one thru q would be affected
by the MA portion while the remaining time lags would be
influenced by the AR portion (16:52).

The ARMA madel <functions for a stationary time
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series only. In instances of nonstationarity, differencing

Dat AL © 4 MEREMSCaN
,
,

or log transformations are required (16:57). Differencing
forms the autoregressive integrated moving average (ARIMA)
model.

Differencing can be thought of as a sequence of
differences (16:57). Thus:

We = Z¢ = Ze-y
where,
A
Ze = We + Weey + Weee + ...
The process of using the Box—Jenkins ARMA model
consists of:
1. Postulate general class of models.
2. Identify model to be tentatively entertained.
3. Estimate parameters in tentatively entertained
model .
4. Diagnostic checking (Is model adequate?).
S. Use model to forecast [11:3291].

The Box-Jenkins ARMA model does possess some
advantages and disadvantages. Statisticians prefer the
model since it provides a wide variety of models which
theoretically can fit any model (12:198). It also provides
more information than is aobtainable in other techniques.
The main drawback tao the model 1lies in its complexity

(12:198). Many practioners find it much .90 difficult to

understand or work with.

Summary

This chapter provided a description of the process

presenty used by the SCPs to determine and forecast
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petroléum requi;ements for submission to DFSC. It also
provided a review of several forecasting methods that could
be applied to that process. The next chapter describes the
methodology this research will use to meet the research

objectives and answer the research question.
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CHAPTER 111

METHODOLOGY

Overview

This chapter addresses the methodology used to
answer the research question: Can a comspuater-aided
forecasting wmodel based on historical consumption data be
developed that will provide better predictions for future
petroleum requirements than the system presently in use?

The two objectives developed to answer this question
were to propose forecasting models to predict future bulk
petroleum requirements and to determine if these models
provided better results than the methodology currently used
by the Air Force and Navy service control points (SCPs). The
steps involved in achieving these research objectives
included:

1. Obtain the initial service forecasts and actual
consumption quantities for the locations being analyzed.

2. Determine the accuracy of the individual service
forecasts by location and time period.

3. For each submission period, obtain the most
appropriate forecasting models and select the model which
provides the best results for that period.

4, By location, compare the service forecasts with

the "Best” model’s forecasts for each submission period and




......................

determine which provides the most accurate results.

The remainder of this chapter expands on each step
of the methodology. By following this brocess, the overall
bbjective of answering the research question was achieved.
The results of each of these steps are included in Chapter

Iv.

Data Collection and Validation

This research focuses on two of the major bulk
petroleum products purchased by DFSC: Ji-4 and JPS. The data
of interest concerning these products are the forecasted and
issued quantities of each product by service.

The figures themselves consist of the monthly and
annual forecasted and issued quantities of JP4 and JPS that
have been recorded since 1974. The amount of data available
for each location varied depending on the record keeping
requirements for that 1location. This time frame was
selected based on the availability of data and because it
was representative of the peacetime environment being
modeled. The measured quantities are expressed in barrels,
with a barrel being equivalent to 42 gallons.

The JP4 requirements were obtained from the
following Air Force Bases: Kelly AFB (AFLC), Grand Forks AFB
(SAC), Holloman AFB (TAC), Randolph AFB (ATC), Travis AFB
({MAC), Langley AFB (TAC), and Castle AFB (SAC). Only Air

Force 1locations were used for JP4 consumption since the Air
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Force is the primary user of JP4. These locations were
selected to represent the various types of missions flown by
each of the MAJCOMs. In addition, these locations
experienced no major mission changes which might distort the
findings and provided sufficient gquantities of data for the
required computer analysis.

The JPS requirements were derived entirely from
Navai Air Stations and terminals. The initial MIPR
quantities wére provided by the Navy Petroleum Office while
the actual consumption figures were obtained from the
respective operating locations. Again, these locations were
selected to represent the various types of missions flown by
the Navy and availability of data required for this
research. The 1locations included: Miramar NAS, Alameda
NAS, and NSC Jacksonville.

The data collection process entailedlthe extraction
of these figures from reports and documents maintained by
the individual SCPs and service locations. Because the
results obtained were not derived from a statistical sample,
they can only be applied to these specific locations.
However, as more data becomes available, these findings may
prove to be generalizable throughout the services.

Several assumptions are necessary concerning this
data:

1. The reports and documents maintained by the SCPs

and service locations are accurate.
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2. The consumption figures exhibit a pattern that
will allow prediction of future requirements throlagh the use

of some quantitative forecasting technique.

fccuracy of Present Technigues

This step looked at the effectiveness or accuracy of
the forecasting techniques presently employed by the
services. This was accomplished for each location by first
determining the forecasting errors associated with each
submission period; converting these figures to percent
errors (PE), and finally, determining the overall accuracy
for the 1location by calculating the mean absolute per-ent
error (MAPE). ,

The forecasting errors were obtained by comparing
actual wusage with the initial forecasted usage. This figure
was calculated by subtracting the actual usage from the
forecasted quantity (12:19).

The percent errors were calculated by dividing the
forecast errors by the actual consumption during that time
period. Thus, the PE is expressed as a percentage of the
actual wusage and provided an indication of the magnitude of
the forecast error. This, in turn, was used as a measure of
accuracy for comparing the results of different forecasting
techniques.

The mean absolute percent error was derived by

taking the mean of the absolute values of the percent
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errors. This figure provided an overall indication of the
accuracy of the service forecasts. The MAPE was selected as
a comparison measur® since it eliminates the potential
canceling of positive and negative errors, gives equal
emphasis to both large and small errors, and allows for
comparisons among different series of data (12:19).

These techniques provide a basis for determining how
effectively the present methods utilized by the services

predict future requirements.

Model Selection

As discussed in the literature review, several
analytical <forecasting methods exist. This step assessed
the capability of these techniques by:

1. Selecting those models that were most appropriate
for a given consumption pattern.

2. Generating forecasts for each of the models
initially selected.

3. Choosing the model which provided the 1lowest
forecasting errors and best overall results.

The forecasting models were analyzed using an
interactive <forecasting system known as SIBYL-RUNNER. This
computerized analysis program consists of two sequential
steps. The SIBYL portion provides the user with a
preliminary analysis of the data in order to identify

appropriate forecasting techniques for specific demand
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patterns. To do this, it requires relevant information

concerning the characteristics of the forecasting situation.
These -include: time horizon, pattern aof the data, type of
model, value of forecast accuracy, complexity, and
availability of data. Based on this information and the
actual data, it recommends the most appropriate models for
use with a given demand pattern (12:4-8).

The RUNNER portion represents the second half of
this system. It contains several subroutines representing
different forecasting models which can be applied to the
data. This portion a156 provides calculations of each
forecasting technique’s accuracy in terms of mean percent
error (MPE), mean absolute percent error (MAPE), and mean
square error (MSE). The MPE is simply the mean of the PEs
discussed in the previous section while the MSE is the mean
of the squared forecast errors. RUNNER also has the
capability of comparing several forecasting techniques on
the same set of historical data. By using SIBYL-RUNNER, one
should obtain:

1. A general analysis of the data.

2. A screening of available techniqgues.

3. A detailed examination of a few of the most
appropriate techniques.

4. Final selection of a technique for the situation

[12:81.

In addition, RUNNER provides a Chi-square statistic
which aids in determining the most accurate model. The

Chi-square value indicates whether the residuals or error

terms still contain information which can aid in the
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forecast, or whether they are attributable to random errors
or white noise. This test compares the computed Chi-square
vaiue with the Chi-square value from a statistical table
based on the confidence level and the degrees of freedom
(12:39). The test is as follows:

Ho: The residuals are not due to random fluctuations.

Ha: The residuals are due to random error.
The decision rule is to reject Ho if the combuted Chi-square
value is less than the table value at a specified 1level of
confidence. If the computed value is lower than the table
value, it can be concluded that the errors or differences
are due simply to randomness or white noise.

Using the SIBYL portion of the program, appropriaté
forecasting models were identified for each MIPR submission
period by location. This was accomplished for each
submission period for which the initial MIPR quantity was
known. As a result, SIBYL could generate a new set of
appropriate forecasting models for each period. The RUNNER
portion of the program was then used to produce the
forecasts and their associated forecasting errors for each
of the selected models. The most appropriate model, here-
after referred to as the final model, was then chosen
according to the following criteria: 1lowest statistical
measures of forecast error, the chi-square test, an analysis
of the residual autocorrelations, and the realism of that

forecast when compared with the past consumption pattern.
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The realism of the forecast was subjectively determined by
comparing the forecasted quantity provided by the model with
past consumption trends. After the model was selected, its
forecast was compared to the actual consumption for that
time period to aobtain a PE for comparison with the service

forecast PE.

Selection of the "Best" Approach

This step of the methodology compared the forecast
results generated by SIBYL-RUNNER with the SCP forecasts.
The PEs for each fiscal year’s forecasts were evaluated to
determine which method provided a better approximation of
the actual consumption. As a result, the forecast with the
lowest PE was selected as the "Best" approach for that
forecast period.

To determine which approach provided the most
accurate results for each location, MAPEs were calculated
for all submission periaods by approach. These figures were
then compared, and the method with the lowest MAPE value was
selected as the "Best” approach for use at that location.

Chapter 1V contains the results of this study and
Chapter V summarizes the findings, recommendations, and

conclusions.
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- CHAPTER 1V

RESULTS AND ANALYSIS

Overview

This chapter contains the results obtained from the
Y methodology described in Chapter Three. To aid in the
analysis process, the results are provided in tabular form
in the order of the methodolagy listed below:

1. Obtain the initial service forecasts and actual
consumption quantities for the locations being analyzed.
B 2. Determine the accuracy of the individual service
forecasts by location and time period.
- 3. For each submission period, obtain the most
g appropriate forecasting models and select the model which
- provides the best results for that period.

4. By location, compare the service forecasts with

; the "Best"” model’s forecasts for each submission period and
- determine which provides the most accurate results.

The results are discussed by location starting with
a table listing the initial service MIPR estimates and
- actual consumption quantities. This table also completes
the second step of the methodology by comparing the two
values and obtaining a percent error (PE) figure. The PE
was cCalculated by subtracting the actual consumption for a

specific period from the initial forecast MIPR submission
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and dividing the difference by the actual consumption

. quantity. This figure provides a wmeasure of accuracy for
the service forecast. Each row in the table depicts the
fiscal year under analysis, and the columns provide the
forecast and consumption quantities and the percent error.
Additionally, a mean absoclute percent error (MAPE) was
calculated for the service forecasts for the overall test
discussed in step four of the methodology.

The following tables depict by fiscal vyear the
results obtained from step three of the methodology. The
models identified by SIBYL and applicable for mid-range
forecasting are listed in the first column. The next three
columns of these tables provide the results obtained from
RUNNER: the mean squared error (MSE), the mean percentage
error (MPE), and the mean absolute percentage error (MAFE).
These statistics were discussed in Chapter II1. The 1last
column provides the forecast obtained from each model under
consideration. Each table provides the results for a
particular submission period.

Immediately following these tables, a discussion and
determination of the most appropriate forecasting model +for
each location by forecast period is given, providing the
rationale for selection of a particular model . The
forecasts for each period were then compared with the actual
consumption to develop the percent errors. This comparison

is provided in a table similar to the aoane used to compare
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the service forecasts with actual consumption.

The last part of this analysis completes step four
by conducting an overall comparison to determine whether the
SIBYL-RUNNER forecasting models provided more accurate
forecasts than the initial se.-vice MIPRs. Forecast MAPEs
from both methods for each location were compared, and the
lowest MAPE was selected as indicative of the "Best" method.

Throughout this analysis, references are made to
additional information provided by the RUNNER portion of the
program. The RUNNER printouts from which this information
was extracted are provided'in the appendices. In addition,
the number of forecast comparisons for different locations
varied. This was a result of the differing amounts of
consumption data maintained at each location and the
availability of past MIPR information that could be provided
by the SCPs.

This chapter concludes with a summary section which
restates the conclusions made from these tests and provides

any general conclusions that can be made.

Maodel Description

MEAN Mean Averaging Model

EXPO Exponential Smoothing Model

EXPOTL Trigg and Leach Adaptive Smoothing Model
: DECOMP Classical Decomposition Model
¢« CENSUS Census II Decomposition Model

GAF Generalized Adaptive Fil tering Model

BOXJEN Box—-Jenkins ARMA Model

Table 4-1

¢ Explanation of Forecasting Terms




Analysis

This section begins with an analysis of the Air

Force locations. All quantities are expressed in gallons.

Castle AFB
After analyzing all the data for Castle AFB, the

following results were obtained:

FY FORECAST CONSUMPTION PE
1989 112,900, 099 193,273,345 8.74
1981 112,090, 699 99,714,940 13.13
1982 194,000,909 192,491,345 1.96
MAPE: 7.94

Table 4-2

Comparison of Initial Service Estimates
with Actual Consumption Quantities

Castle AFB
METHOD MSE MPE MAPE FORECAST
MEAN 852.2 -1.49 1.1 114,899,000
EXPO 1641.7 2.63 9.6 114,158,000
EXPOTL 1145.9 2.462 196.1 113,739,990

Table 4-3

FY 1988 SIBYL-RUNNER Results

Castle AFB
METHOD MSE MPE MAPE FORECAST
DECOMP 814.6 -1.48 16.7 103, 6090, 900
CENSUS 522.1 -. 94 8.8 84,312,000
GAF 494.8 -1.21 7.9 141,356,000
BOXJEN 863.3 -2.646 ?.1 105,399, 990

Table 4-4

FY 1981 SIBYL-RUNNER Results
Castle AFB
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METHOD MSE MPE MAPE FORECAST

DECOMP 826.1 -1.79 11.9 97,191,360

CENSUS 619.8 -1.23 9.9 118,270,090

GAF 538.7 -1.14 8.7 161,739,000

BOXJEN 929.7 -3.18 19.8 128, 320, 000
Table 4-5

FY 1982 SIBYL-RUNNER Results
Castle AFB

Of the models selected by SIBYL for FY 1980, the
MEAN technique was chosen as "Best"” for that period. This
choice was based on an examination of the statistics
provided by the RUNNER portion of the program. The MEAN
provided the lowest MSE and a MAPE that did not appear to be
significantly different from the other models. In addition,
a review of the RUNNER output showed that past consumption
data were stationary, indicating that although observations
might deviate from the mean, the tendency would be to return
to ths mean value. The autocorrelation analysis of the
residuals and the chi-square test also provided evidence
that the MEAN was an acceptable model. No significant
autocorrelations were present and the computed chi-square
value (12.1922) was less than the table value (15.5).

The SIBYL-RUNNER results for FY 1981 provided a
different set of proposed models due to the presence of
seasonality in the data. However, the program indicated
that the past consumption pattern was still stationary. of
these models, the GAF was selected because it provided the

lowest MSE And MAPE of the models under consideration.
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flso, a review of the residual autocor}elations and
chi-square test indicated that the residuals held no
significant information that would contribute to a better
forecast.

For FY 1982, the SIBYL-RUNNER program provided the
same results as for 1981. The GAF model had the lowest MSE
and MAPE of the models selected by SIBYL. The residual
autocorrelations also indicated no significant
autocorrelations or presence of any additional information
that would provide a better forecast.

The following table provides a comparison of the

selected model forecasts with actual consumption:

FY MODEL FORECAST CONSUMPT ION PE
1988 MEAN 114,099,009 193,273,345 16.47
1981 GAF 95,714,040 99,714,840 —-4.28
1982 GAF 192,491,345 162,491,345 -.74

MAPE: S5.16
Table 4-4
Comparison of Forecast Model Results
with Actual Consumption Quantities
Castle AFB
The overall results for this location indicated that
the SIBYL-RUNNER models provided more accurate forecasts
than the SCP. A'comparison of the MAPEs calculated for both
methods revealed that the SIBYL-RUNNER models vyielded a
lower MAPE than the SCP method, 5.16 versus 7.94. The only
year that the service was able to provide a more accurate

forecast was FY 198d.
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Grand Forks AFB

The following tables depict the results obtained for

Grand Forks AFB:

EY FORECALT . CONSUMPTION PE
1989 33, 9006, 990 28,844,118 14.41
1981 34, 900, 000 39,966,493 .79
1982 31,000, 900 29,308,087 S.77
MAPE: 9.99

Table 4-7

Comparison of Initial Service Estimates
with Actual Consumption Quantities
Grand Forks AFB

METHOD MSE - MPE MAPE FORECAST

MEAN 98.9 -2.11 11.6 33,647,040

EXPO 111.8 -.99 12.3 33,686,520

EXPOTL 129.8 -3.77 14.4 35,637,420
Table 4-8

FY 1980 SIBYL-RUNNER Results
Grand Forks AFB

THOD NSE MPE HAPE FORECAST

MEAN 122.1 -3.14 14.0 32, 644,320

EXPO 130.8 -5.68 15.6 30, 643, 620

EXPOTL 139.0 -5.83 16.8 39,995, 580
Table 4-9

FY 1981 SIBYL-RUNNER Results
6rand Forks AFB
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METHOD MSE MPE MAPE EORECAST

DECOMP 131.3 -3.29 14.5 29,863, 260

CENSUS 112.6 -2.67 14.0 56,701,989

GAF 92.8 -2.63 13.1 34,228,740

BOXJEN 154.8 -2.25 16.9 AS,746,400
Table 4-10

FY 1982 SIBYL-RUNNER Results
Grand Forks AFB

The MEAN technique was selected as the “"Best" from
those identified by SIBYL for FY 1984. This decision was
based on the statistics provided by RUNNER. The MEAN
praovided both the lowest MSE and MAPE and, of the three
identified, was the only model that did not exhibit a
pattern in the autocorrelations of the residuals. With
SIBYL identifying the data pattern as being stable and
stationary, the MEAN technique was considered appropriate.

For FY 1981, the MEAN technique was again selected
as appropriate for the same reasons as listed for FY 1989.
The statistics provided by RUNNER showed that the MEAN
resulted in the lowest MSE and MAPE of the candidate models
selected by SIBYL.

The models selected as appropriate by SIBYL in FY
1982 changed as seasonality became apparent in the data
pattern; however, the series did remain stationary. The GAF
model was selected because it yielded the lowest MSE and
MAPE of the four candidate models. In addition, a review of
the residual autocorrelation analysis for this model

revealed no visible pattern or autocorrelation was present
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< in the residuals.

FY MODEL FORECAST CONSUMPTION PE

1980 MEAN 33,647,040 28,844,118 146.65
1981 MEAN 32,044,320 30,966,493 3.48
1982 GAF 34,228,749 29,308,087 16.97

MAPE: 12.31
Table 4-11
Comparison of Forecast Model Results
with Actual Consumption Quantities
Grand Forks AFB
The overall results for Grand Forks AFB indicated
that the SCP’s forecasts provided more accurate results than
could be achieved through the SIBYL-RUNNER program. The
MAPE for the service forecast was 9.99 compared with the
12.31 achieved by SIBYL-RUNNER. Only in FY 1981 did

SIBYL-RUNNER provide a closer forecast than the SCP.

Holloman AFB
The results for Holloman AFB are provided in the

following tables:

FY FORECAST CONSUMPT ION PE
1980 42,000 , 000 45,260,721 ~7.20
1981 44,809 , 090 47,897,862 -6.47
1982 48, 200 , 990 48,943,405 1.52
MAPE: S5.06

Table 4-12

Comparison of Initial Service Estimates
with Actual Consumption Quantities
Holloman AFB
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METHOD MSE MPE MAPE FORECAST

MEAN : 233.44 =-3.33 16.17 49, 1468, 800

EXPO 215.34 3.56 14.54 41,524,149

EXPOTL 269.86 4.468 16.25 41,023,920
Table 4-13

FY 1980 SIBYL-RUNNER Results
Holloman AFB

METHOD MSE MPE MAPE F_:RECAST

DECOMP 157.29 -2.13 12.18 51,204,729

CENSUS 134.01 -1.74 11.34 &1,368, 399

GAF 166.94 -1.86 12.42 45, 665,760

BOXJEN 145.99 1.83 11.79 446,611,600
Table 4-14

FY 1981 SIBYL~RUNNER Results
Holloman AFB

METHOD MSE MPE MAPE FORECAST

DECOMP 219.21 -2.72 13.82 52,376,646

CENSUS 171.11 -2.27 12.85 26,257,560

GAF 215.24 -2.26 13.73 47,613,720

BOXJEN 229.20 .92 13.20 44,267, 200
Table 4-15

FY 1982 SIBYL-RUNNER Results
Holloman AFB

The results obtained from RUNNER for FY 1989
indicated that the "Best” model of those selected by SIBYL
was exponential smoothing. It had the lowest MSE and MAPE
of those selected and also showed no remaining pattern or
gsignificant autocorrelations of the residuals.

The results for both FY 1981 and FY 1982 indicated

that the CENSUS model was the "Best” of those selected by
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SIBYL. ‘ However, to use this technique would imply an
expected iﬁcrease in consumption of 48 percent in FY 1981
and then a decrease of 57 percent in 1982. Based on past
cansumption patterns, this magnitude of +fluctuation was
unrealistic. It was evident that either the smoothing or
moving average component of this model had become distorted
resulting in the fluctuating forecasts. As a result, the
next best model was selected, the BOXJEN model. Although
this model had a higher MSE than the DECOMP model, both the

MPE and MAPE were lower, making it the more appropriate

model.
FY MODEL FORECAST CONSUMPTION PE
1980 EXPO 41,524,149 45,260,721 -8.26
1981 BOXJEN 46,611,609 47,897,862 -2.68
1982 BOXJEN 46,267,200 48,943,405 -5.47
MAPE: S5.47

Table 4-16
Comparison of Forecast Model Results
with Actual Consumption Quantities
Hol loman AFB
The overall results for Holloman AFB indicated that
the SCP provided more accurate forecasts with a MAPE of 5.66
compared to the 35.47 achieved by SIBYL-RUNNER. Because
these figures were very similar, the SIBYL-RUNNER model did

provide a better forecast for the FY 1981 period.
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. Kelly AFB

An additional year of data had been maintained for

X Kelly AFB. As a result, four comparisons were possible for
% this location. The following tables reflect the results
; obtained with the additional data:
EY FORECAST CONSUMFTION PE
1979 22,508, 690 21,509,208 4.61
1989 23,900, 000 24,162,952 -4_81
- 1981 23, 000 , 000 24,712,389 -6.93
v 1982 25, 900, 90900 24,796,989 1.19
2 MAPE: 4.39
- Table 4-17
- Comparison of Initial Service Estimates
N with Actual Consumption Quantities
- Kelly AFB
METHOD MSE MPE » MAPE FORECAST
MEAN 38.36 -1.61 16.00 23,859, 349
2 EXPO 43.65 1.49 19.409 32,552,100
-~ EXPOTL S8.30 4,66 19.62 32,387,880
- Table 4-18
FY 1979 SIBYL-RUNNER Results
Kelly AFB
METHOD MSE MPE MAPE FORECAST
MEAN 40 .39 -1.81 190.99 23,367,049
. EXPO S51.34 2.09 11.82 23,327,640
- EXPOTL 535.38 3.23 12.10 22,996, 680
. Table 4-19
¥ FY 1980 SIBYL-RUNNER Results
. Kelly AFB
48
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METHOD MSE MPE MAPE FORECAST

MEAN &9.45 -3.14 13.79 23,688, 999
EXPO 82.13 ?.904 14.57 25,275, 699
EXPOTL 93.56 1.01 14_.92 25,144,569

Table 4-290

FY 1981 SIBYL-RUNNER Results

Kelly AFB
METHOD MSE MPE MAPE FORECAST
MEAN b4.01 -2.91 12.99 23,889, 699
EXPO 74.49 9.902 13.465 24,882,999
EXPOTL 86.36 1.45 14.17 25,445,780

Table 4-21

FY 1982 SIBYL-RUNNER Results
Kelly AFB

The SIBYL-RUNNER results for Kelly AFB indicated
that the MEAN technique was the "Best” model to use for each
of the years studied. The MEAN technigque had the lowest MSE
and MAPE of any of the models selected as appropriate by
SIBYL. Also, the residual antocorrelations revealed no
significant autocorrelations or pattern remained in the
data. The data were stable and stationary over the entire
time period making the MEAN the most appropriate forecasting

model to use.
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FY MODEL FORECAST CONSUMPT ION PE
1979 MEAN 23,859, 360 21,509,208 16.92
1980 MEAN 23,567,840 24,162,952 -2.47
1981 MEAN 23, 688, 900 24,712,389 -4.15
1982 MEAN 23,889, 400 24,706,989 -3.31

MAPE: S5.21
Table 4-22
Comparison of Forecast Model Results
with Actual Consumption Quantities
Kelly AFB

The overall results for Kelly AFB indicated that the
SCP approach provided better results than the SIBYL-RUNNER
method. The service MAPE of 4.3% was lower than the 5.21
provided by using SIBYL-RUNNER. However, SIBYL-RUNNER did

provide a more accurate forecast for two of the fiscal years

studied, FY 19860 and FY 1981.

Langley AFB
The following tables and explanations provide the

results obtained for Langley AFB:

FY FORECAST CONSUMPTION PE
1980 36, 0090, 000 35,939,975 g.16
1981 33, 900, 699 36,153,035 -8.72
1982 47,9000, 9900 41,919,186 12.12

MAPE: 7.99
Table 4-23
Comparison of Initial Service Estimates

with Actual Consumption Ruantities
Langley AFB
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METHOD MSE MPE MAPE FORECAST

MEAN 178.63 -3.84 16.85 35,587,440

EXPO 248. 460 -8.46 19.89 38,115,42d

EXPOTL 342.38 -13.54 2432 38,487,128
Table 4-24

FY 1980 SIBYL-RUNNER Results
Langley AFB

METHOD MSE MPE MAPE FORECAST

DECOMP 181.84 -3.71 16.26 34,243,440
CENSUS 148.56 -2.93 13.99 23,272,200
GAF 79.66 -2.18 11.49 36,830,549
BOXJEN 162.16 -4.064 15. 60 25,347,000

Table 4-25

FY 1981 SIBYL-RUNNER Results
Langley AFB

METHOD MSE MPE MAPE FORECAST

DECOMP 165.56 -3.52 15.89 35,547,540
CENSUS 156.5¢ -2.86 15.30 53,956, 500
GNAF 116.06 -2.41 12.99 35,632,380
BOXJEN 137.86 -6.71 14.80 35,977,200

Table 4-26
FY 1982 SIBYL-RUNNER Results

Langley AFB
The results from RUNNER for FY 1988 indicated that
the most appropriate model to use was the MEAN. Of the
candidate models selected by SIBYL, it had both the lowest
MSE and MAPE. Also, a review of the residual
autocorrelations revealed no significant autocorrelations or
pattern remaining in the residuals that would suggest that a

different model would be more appropriate.
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The results provided by RUNNER for both FY 1981 and
FY 1982 indicated that the GAF model was the "Best"”
technique of those selected by SIBYL. For both periods it
obtained the lowest MSE and MAPE and the autocorrelation
function revealed that the remaining residuals exhibited no
autocorrelation or pattern that hadn’t been accounted for by

the model.

FY MODEL FORECAST CONSUMPTION PE

1989 MEAN 35,587,440 35,939,975 1.05
1981 GAF 36,039, 549 36,153,955 3.34
1982 GAF 35,432,380 41,919,186 -14.99

MAPE: S5.46
Table 4-27
Comparison of Forecast Model Results
with Actual Consumption Guantities
Langley AFB
The overall results for Langley AFB revealed that
SIBYL-RUNNER provide more accurate forecasts than the SCP.
The MAPE for the SIBYL-RUNNER models was S.46 compared with
the SCP MAPE of 7.84. However, an increase in consumption
not evident from the past consumption pattern in 1982

enabled the SCP to make a better forecast for that period.

Randolph AFB
The following tables and discussion describe the

results and analysis for Randolph AFB:
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FY FORECAST CONSUMPTION PE

1989 17,090, 900 15,615,458 8.87
1981 16,500, 090 14,642,199 12.69
1982 15, 099, 309 14,875,528 @.84
MAPE: 7.47

Table 4-28

Comparison of Initial Service Estimates
with Actual Consumption Quantities
Randolph AFB

METHOD MSE MPE MAPE FORECAST

MEAN 34.60 -3.46 14.70 16,112,880

EXPO s3. 29 -8.36 17.80 19,540,980

EXPOTL 69.760 —19.49 20.890 18,7463, 920
Table 4-29

FY 1980 SIBYL-RUNNER Results
Randolph AFB

METHOD MSE MPE MAPE FORECAST

MEAN 32.30 -3.42 14. 10 15,946,560

EXPO 44.709 -8.85 17.5@ 15,902,460

EXPOTL S57.39 -11.67 21.39 16,826, 60¢
Table 4308

FY 1981 SIBYL-RUNNER Results
Randolph AFB

METHOD MSE MPE MAPE FORECAST

DECOMP 67.206 100.00 190 .00 28, 300 , 300

CENSUS 15.89 -1.57 19.30 146,4649,640

GAF 8.10 -1.11 7.409 14,016,240

BOXJEN 25. 60 -4._24 12.49 14,158, 209
Table 4-31

FY 1982 SIBYL-RUNNER Results
Randalph AFB

33




The results provided by SIBYL-RUNNER indicated that
the MEAN method was the most appropriate forecasting
technique for FY 1986 and FY 1981. In both years, the MEAN
provided the lowest MSE and MAPE of those models selected by
SIBYL. The residual autocorrelations revealed no additional
forecasting information could be derived from the data,
indicating that the MEAN was an appropriate forecasting
model for this location.

The results for FY 1982 differed from the previous
two periods as the SIBYL-ﬁUNNER program detected a seasonal
pattern in the additional data. 0Of the candidate madels
selected by SIBYL, the GAF was chosen as the “Best” model.
Although the residual autocorrelations revealed one spike
that had not been accounted for, the GAF model still

provided a lower MSE and MAPE than the other models.

FY MODEL FORECAST CONSUMPTION PE
1983 MEAN 16,112,880 15,615,458 3.19
1981 MEAN 15,946,560 14,632,198 8.91
1982 GAF 14,016,240 14,875,528 -5.78

MAPE: 5.96
Table 4-32
Comparison of Forecast Model Results
with Actual Consumption GQuantities
Randolph AFB
A comparison of the SIBYL-RUNNER results with those
of the forecasts submitted by the SCP indicated that the

SIBYL~-RUNNER forecasts were more accurate. The MAPE for the

SIBYL~-RUNNER models was 5.96 compared with the 7.47 MAPE for
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the SCP forecasts over the same time period.

Travis AFB
The results for Travis AFB are included in the

tables and analysis discussion that follcws:

FY FORECAST CONSUMPTION PE
1980 85,900, 0900 86,379,592 -1.59
1981 90, 800 , 090 81,342,037 19. 64
1982 a8, 960, 900 808,166,701 .77
MAPE: 7.33

Table 4-33

Comparison of Initial Service Estimates
with Actual Consumption Quantities

Travis AFB
METHOD MSE MPE MAPE FORECAST
MEAN b46. 409 -2.20 12.79 85,438, 980
EXPO 799.79 2.22 11.60 93,953,140
EXPOTL 785.99 2.16 11.60 93,793,980
Table 4-34
FY 1988 SIBYL-RUNNER Results
Travis AFB
METHOD MSE MPE MAPE FORECAST
DECOMP S517.56 -1.70 11.49 99,234,660
CENSUS 416.20 -1.15 9.60 &b, 989, 740
GAF 392.50 -1.16 8.790 85, 739, 640
BOXJEN 461.89 9.17 .50 85,738, 899
Table 4-35
FY 1981 SIBYL-RUNNER Results
Travis AFB
S5
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METHOD MSE MPE MAPE FORECAST

DECOMP 520.26 -1.76 11.70 84,708, 540
CENSUS 450.26 -1.44 16.30 84, 183,960
GAF 452.60 -1.34 9.80 78,888, 620
BOXJEN 609.40 -0.44 11.50 83, 445, 600

Table 4-36
FY 1982 SIBYL-RUNNER Results
Travis AFB

The results +for FY 1988 indicated that the EXFPOTL
was the most appropriate model. 1t gave the lowest MPE and
MAPE of those models selected by SIBYL. A review of the
residual autocorrelation analysis also supported the use of
the EXPOTL model. There was no visible pattern left in the
residual autocorrelations indicating that there was no
additional information left in the data that had not been
accounted for.

The GAF model was chosen as the "Best” technique for
both FY 1981 and FY 1982. In both instances, this model
g ovaded the lowest combination of error measures of those
methods selected by SYBIL as appropriate. Although the
CENSUS model provided a slightly lower MSE in FY 1982 than
the GAF model, both the MPE and MAPE for the GAF were lower
indicating 1less percentage error. As a result, the GAF was

chosen over the CENSUS for this forecast period.
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EFY MODEL FORECAST CONSUMPTICN PE

1980 EXPOTL 93,793,980 86,379,592 8.58
1981 GAF 85,739, 640 81,342, 857 5.41
1982 - GAF 78,880, 629 80, 166,701 1.60

MAPE: 2.49
Table 4-37
Comparison of Forecast Model Results
with Actual Consumption Quantities
Travis AFB

Based on an overall MAPE of 5.19 as compared with a
MAPE of 7.33, the SIBYL-RUNNER models provided more accurate
forecasts for Travis AFB than the SCP manual techniques.

For the Navy 1locations that follow, forecast and
consumption data was provided on a quarterly and annual
basis allowing additional comparisons to be made. However,
because of the unavailability of past data, SIBYL-RUNNER
forecasts could only be made for two fiscal years. In
addition, all quantities are expressed in thousands of
barrels. The tables and discussions that follow reflect

these changes.

Al ameda NAS

The results obtained for Alameda NAS are depicted in

the tables and analysis that follow:
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FY _AND QTR

81a1
81Q2
81@3
8104
82a1
8202
8223
8204
Fy81
Fy82

MAPE: 23.93

Table 4—-38

LR S e St A o Al P G L S e R )

FORECAST CONSUMPT ION PE
74 59.492 24.57
?6 68.264 49. 68
96 69.713 37.71
96 71.423 34.41
b6 &8.266 9.51
81 &9.136 17.16
88 64.887 35.62
74 78.715 -5.99

362 268.802 34.67
389 273.9004 13.19

Comparison of Initial Service Estimates
with Actual Consumption Quantities
Alameda NAS

METHOD
DECOMP
CENSUS
GAF

BOXJEN

METHOD
DECOMP
CENSUS

BOXJEN

MSE

26.50
13.49
20.10
36.50

MPE
-2.79
-1.43
-2.19
-8.91

Table

MAPE FORECAST

13.30
10.99
13.39
17.99

4-39

238.11°
202.74
247.15
278.30

FY 1981 SIBYL-RUNNER Results
Al ameda NAS

MSE

25.49
17.308
16.60
31.50

HMPE
-2.84
~-1.72
-1.85
-7.53

Table

MAPE FORECAST

14.99
11.49
11.80
16. 60

4-49

FY 1982 SIBYL-RUNNER Results
Al ameda NAS

)

213.90
373.98
274.19
269.60
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The SIBYL-RUNNER results for FY 1981 indicated that
the CENSUS model was the most appropriate technique to use
for that period. It yielded the lowest MSE and MAPE of the
candidate models selected by SIBYL.

The GAF model was chosen as the “Best" forecasting
techni que for FY 1982. For this period, it provided the
lowest MSE and the second lowest MAPE next to the CENSUS
model. Based on past consumption patterns, however, the
CENSUS model provided a forecast that was much higher than
could be expected. In addition, the residual
autocorrelation analysis and chi—-square test both indicated
that the GAF model exhibited a better fit to the data than
any of the other models. For these reasons, the GAF was

selected as the model of choice.

EY_AND QTR MODEL FORECAST CONSUMPTION PE

e ——— | ————— e ———————————————mt  e——

81a1 CENSUS 56.84 59.402 -4.31
81Q2 CENSUS 53.48 68.264 -21.66
81Q@3 CENSUS 52.45 &9.713 -24.76
8104 CENSUS 39.97 71.423 -44.04
8201 GAF 64.32 &8.266 &.73
8202 GAF &67.835 69.136 1.86
82Q3 GAF 71.85 64.887 b6.96
8204 GAF 79.17 78.715 -18.86
Fy8i CENSUS 202.74 268.802 -24.57
Fyaz2 GAF 274.19 273.994 2.43

MAPE: 12.50
Table 4-41
Comparison of Forecast Model Results

with Actual Consumption Quantities
Al ameda NAS
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Overall, " the SIBYL-RUNNER models provided more
acécurate forecasts than the Navy SCP. The MAPE of 12.50
that was achieved by using SIBYL-RUNNER was lower than the
23.93 MAPE thac the SCP obtained. On a quarterly basis,
SIBYL-RUNNER also provided more accurate results, yielding a

MAPE of 15.14 as compared with the SCP MAPE of 25.74.

Miramar NAS

The SIBYL-RUNNER results for Miramar NAS are

provided in the tables and analysis that follow:

EY AND QTR FORECAST CONSUMPT ION PE

8101 321 316.296 1.49
81aQ2 333 304.172 9.48
8103 333 254.915 30.463
8104 333 264.888 25.71
82a1 321 211.616 51.49
8202 357 276.889 28.93
82QR3 381 283.483 34.39
8204 369 293.252 25.83
Fy8i 1320 1191.679 16.77
Fyaz 1428 19062.240 34.43

MAPE: 22.69
Table 4-42
Comparison of Initial Service Estimates

with Actual Consumption Guantities
Miramar NAS
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METHOD MSE MPE MAPE FORECAST

DECOMP 383.79 -1.45 ?.00 19688.99

CENSUS 229.19 -1.01 7.80 1394.19

GAF 386.50 -1.30 19.09 1216.29

BOXJEN 379.49 -5.38 11.90 1239.00
Table 4—-43

FY 1981 SIBYL-RUNNER Results
Miramar NAS

METHOD MSE MPE MAPE FORECAST

DECOMP 291.81 -1.40 19.37 1213.082

CENSUS 338.28 -1.66 11.04 1195.56

GAF 291.12 -1.25 9.94 1136.39

BOXJEN 331.48 -4.40 16.80 1465.30
Table 4-44

FY 1982 SIBYL-RUNNER Results
Miramar NAS

The results provided by SIBYL-RUNNER for FY 1981
indicated that the CENSUS model was the most appropriate for
the forecast period. This model provided both the lowest
MSE and MAPE of any of the candidate models selected by
SIBYL.

For FY 1982, the GAF model was chosen as the “Best"
model as it vyielded the lowest MSE and MAPE for this time
period. The residual autocorrelation analysis and
chi-square values also indicated that these models were the

most appropriate for their respective forecast periods.
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EY _AND QTR MODEL FORECAST CONSUMPT ION PE

81aG1 CENSUS 295.468 316.296 -6.52
812 CENSUS 328.71 334.172 8.97
81Q3 CENSUS 341.34 254.915 33.99
8104 CENSUS 339.99 264.888 28.01
8201 GAF 295.47 211.616 39.63
8202 GAF 284.13 276.889 2.62
82a3 GAF 277.92 283.483 ~1.94
824 GAF 273.27 293.232 -6.81
FY81 CENSUS 1364.19 1191.679 ?.44
Fy82 GAF 1136.39 1962. 2409 &.42

MAPE: 7.93
Table 4-45
Comparison of Forecast Model Results
with Actual Consumption Quantities
Miramar NAS
A comparison of the percent errors of the SCP
forecasts with the SIBYL-RUNNER forecasts indicated that the
latter approach provided more accurate forecasts. Only in
three of the quarters analyzed did the SCP forecasts
outperform those provided by the SIBYL-RUNNER model. On an
annual basis, the CENSUS model provided more accurate
forecasts for FY 1981. The GAF model used for FY 1982
provided much better results than the SCP forecasts. Its PE
of 6.42 was much lower than the PE of 34.43 achieved by the
service forecasts. The MAPEs for each approach also reflect
this difference. The MAPE for SIBYL-RUNNER was 7.93 while

the MAPE for the Navy SCP was 22.640.

NSC Jacksonville

The results obtained for NSC Jacksonville are

provided in the tables and analysis that follow:
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FY _AND QTR FORECAST CONSUMPT ION PE

811
81Q2
81Q3
8134
82a1
8202
8203
8204
FyY81
Fyaz

MAPE: 28.41

336.43 314.900 7.14
336.43 373.990 9.80
284.57 347 .990 -17.99
284.57 364 .909 -21.82
279.29 385. 900 -29.79
284.57 515. 9000 —-44.74
282.19 438. 900 -35.57
286.95 260. 900 16.37
1242. 00 1398.990 -11.14
1124.00 1598. 9900 —29.646
Table 4-46

Comparison of Initial Service Estimates

METHOD
MEAN
EXPO
EXPOTL

METHOD
MEAN

EXPO
EXPOTL

. . .
o Bt B P

with Actual Consumption Quantities
NSC Jacksonville

MSE MPE MAPE FORECAST
884. 99 -4.31 18.89 1719.72
983. 90 -2.31 19.38 1260.99

1236. 68 -13.346 21.19 1229.99
Table 4-47

FY 1981 SIBYL-RUNNER Results
NSC Jacksonville

MSE MPE MAPE FORECAST
882.77 -4.86 19.42 1646.28
862.72 -7.39 18.78 1291.13

1949.39 -10.40 20.61 1353.96
Table 4—-48

FY 1982 SIBYL-RUNNER Results
NSC Jacksonville
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The results obtained for FY 1981 indicated that the
MEAN technique was the most appropriate model of those
selected as suitable by SIBYL. It had the lowest MSE and
MAPE of those models under consideration and a review of the
residual autocorrelation analysis revealed no remaining
pattern in the data that had not been accounted for.

The EXPO model was chosen as the most appropriate
for FY 1982 as it achieved the lowest MSE and MAPE of those
models selected by SIBYL. It alsoc provided the lowest MSE

and MAPE and revealed no remaining pattern in the residuals.

EY _AND QTR MODEL FORECAST CONSUMPT ION PE

81Q1 MEAN 429.93 314.900 36.92
8102 MEAN 429.93 373.900 15.26
813 MEAN 429.93 347 .000 23.89
81Q4 MEAN 429.93 364.000 18.11
82a1 EXPO 348.57 385.000 -9.46
8202 EXPOQ 321.46 S15.908 -37.358
82a3 EXPO 312.15 438.008 -28.73
8204 EXPO 388. 95 269 .900 18.83
FyY81 MEAN 1719.72 1398. 000 23.01

Fyg2 EXPO 1291.13 1598.9000 -19.20
MAPE: 21.11 '

Table 4-49
Comparison of Forecast Model Results
with Actual Consumption Quantities
NSC Jacksonville

The overall results for NSC Jacksonville indicated
that the GSCP forecast provided almost consistently better
forecasts by quarter than the SIBYL-RUNNER forecasts. The
$iscal vyear results indicated the same outcome for FY 1981

but SIBYL-RUNNER was more accurate in FY 1982. The overall

MAPE for the Navy SCP was 20.41 which was slightly lower
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than the 21.11 that was achieved by SIBYL-RUNNER over the
same forecast periods. As a result, it was concluded that
the Navy SCP was able to provide more accurate +orecasts
over these forecast periods than SIBYL-RUNNER for this

location.

Summary

For the locations analyzed, SIBYL-RUNNER tended to
praovide more accurate forecasts than the Air Force or Navy
SCPs. Overall, SIBYL-RUNMER provided lower MAPEs at 68
percent of the locations studied. For the Air Force, it
provided better forecasts at 57 percent of the locations
while for the Navy it provided better forecasts at 67
percent.

In terms of forecast periods, fiscal vyears and
quarters, SIBYL-RUNNER provided more accurate forecasts 359.6
percent of the time. For the Air Force, it provided better
results 59 percent of the time while for the Navy it
achieved better results in 68 percent of the forecast
periaods.

Chapter V discusses these findings in more detail
and provides the conclusions and recommendations derived

from them.
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CHAPTER V

CONCLUSIONS AND RECOMMENDATIONS

The research question addressed in this study was:
€an a computer-aided forecasting approach based on
historical consumption data be utilized to provide better
predictions for future petroleum requirements than the

present systems?

Conclusions

The results of this research indicated that a
computer—-aided approach does provide more accurate forecasts
of petroleum consumption than the forecasts provided by the
service control points. However, because this is not a
statistically generalizable conclusion, it can only be
applied to the locations analyzed in this study and their
respective time periods. The resultant analysis of this
fuel consumption data suggests several other conclusions
which correspond with the research objectives outlined in

Chapter 1.

Objective One
The first objective was to provide a description of

the current requirements generation process. The
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description provided in Chapter Il discussed this process in
general terms and ocutlined the procedures that are followed
in developing forecasts. This description identified the
key players in forecasting petroleum requirements as the
Service Control Points (SCPs), Air Force Detachment 29 and
the Navy Petroleum Office. They are responsible for
generating forecasts which are submitted by Military
Interdepartmental Purchase Request (MIPR) to the Defense
Fuels Supply Center (DFSC) for procurement and distribution
action. The accuracy of these forecasts is crucial to
ensuring that all requirements are satisfied while
maintaining gooud working relationships with suppliers.
Should the SCPs provide inaccurate forecasts, DFSC may very
well procure quantities in excess or short of actual
requirements. The inability to accurately forecast
requirements for a particular location requires continual
updates of contracted quantities. This not only degrades
relationships with the supplier but also requires additional
time and effort *o make the necessary changes.

It should be noted that this dJdwscription was nat
intended to be a detailed, indepth look at this process. It
would be impossible to describe the intricate details and
workings of a system of this magnitude and scope. Instead,
an attempt was made to provide a general overview af the
steps and processes involved in generating a requirement and

then getting it filled. The major emphasis was placed on
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the data used to generate the requirement, the major players
responsible for forecasting and procuring the reéquired
quantities, and the interaction required between ‘the

players.

Objective Two

The second objective was to examine the accuracy and
merits of the present system. This was accomplished by
comparing the 1initial SCP forecast with the actual
consumption for a given forecast period. For the locations
analyzed during this study, it was cbserved that the SCP
forecasts both under and overstated actual requirements.
The tendency, however, appeared to be towards overstatement
rather than understatement. Althnugh no guidance had been
established to determine if the under or overstatements were
within acceptable 1limits, it appeared that some were
obviously in a questionable category.

The manual methods employed by the SCPs and the
limited amount of past consumption data that is currently
being maintained by the services restricted the depth of
analysis that was available to the SCPs for making
forecasts. However, it appeared that the SCPs were doing
everything within their capabilities to develop accurate
forecasts. It was also recognized that the forecasting
environment that the SCPs operate under is and has been in a

constant state of flux. As a result, past forecasting
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performance does not necessarily indicate how accurate their
cu}rent forecasts are or how accurate they will be in future
forecasts. Many new procedural requirements and innovations
have recently been implemented by the SCPs in an attempt to

improve their forecasting accuracy.

Cbjective Three

The third and +final abjective was to propose a
forecasting approach that would accurately represent and
predict future requirements for the services. This was
accomplished by utilizing a computerized forecasting
program, SIBYL-RUNNER, to analyze past consumption data and
provide forecasts for comparison with actual consumption.
The intent of this cbjective was to provide an acceptable
alternative to the manual methods presently used in making
initial forecasts. Although no statistical inference could
be drawn to make a general conclusion, the results indicated
that the forecasting techniques available in SIBYL-RUNNER
provided more accurate forecasts for a majority of the

locations and forecast periods analyzed.

Recommendations
A final objective of this research effort is to
recommend further actions based upon the results and
observations formulated from this analysis. The following

recommendations are considered important to further evaluate
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x{ the results and extend the applicability of this thesie.

. 1. Additional research should be conducted to
determine if factors other than past consumption provide
more information for future requirements. In particular,
the relationship between flying hours and consumption should
- be explored through the use of causal forecasting

techni ques.

L

2. A computerized forecasting system should be

0h -

procured for use by the SCPs. Although there was no
statistical evidence that an interactive system .such as
SIBYL—-RUNNER would provide more accurate forecasts as a
general rule, the ability to expand analysis capability and
- - eliminate much of the manual work would greatly enhance the
SCPs” flexibility and reliability. The system should be
N user friendly and designed around the Decision Support
System (DSS) concept to be of optimum value and use. In
addition, it should have the capability to provide forecasts
" on a month by month basis so updates can be incorporated as
;3 changes occur.
oy 3. Historical consumption data should be retained
by month for a minimum of five years. One of the major
:5 problems encountered during this research effort was
obtaining sufficient historical data from which forecasts
could be made for comparison. The forecasting models used

to analyze this data require a minimum of ¢two vyears of

monthly data, or 24 data points, before a forecast can be
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made. Even more data points are required to identify
seasonality or trend factors that may be present. The more
information obtained about the historical demand pattern,
the more accurate the forecast is likely to be. If the SCPs
implement the previous recommendation, this requirement will
have a definite impact on the accuracy of their forecasts.
4. A means for information transfer should be
instituted to inform the SCPs of planned or unplanned
activities that will have an impact on present consumption
or future requirements. At the present time, the SCPs are
often left uninformed of wmission changes or special
exercises. As a result, the SCPs are forced to seek
information on their own that often should have been
provided to them. To the extent possible, every effort
should be made by all involved parties to get this type of

o information to the SCPs.

Summary

. This research focused on determining whether a
2 computer—-aided forecasting approach could provide more

accurate forecasts than the techniques currently utilized by

the services. After determining the processes used by the
. Air Force and Navy, data was collected from several of their
- locations. This data was analyzed through an interactive
forecasting program named SIBYL-RUNNER. This program

reviewed past petroleum consumption for seasonality or
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cyclas and proposed several forecasting models determined to
be suitable for the data pattern observed. The candidate
maodels were then used to generate forecasts and statistical
measures of accuracy. By loration and forecast period, a
most appropriate model was selected. After this analysis
had been completed for all periods and locations, the
results were compared to actual consumption to obtain
statistical measures of percent error. The percent errors
for each approach were then compared and a “Best” approach
was determined by forecast period and location. The final
results of ~this research, although not statistically
generalizable beyond the locations studied, indicated that
the approach using SIBYL-RUNNER provided more accurate
forecasts in a majority of the locations and farecast
periods analyzed. Based on the results of this study,
several recommendations uefe proposed which. should enhance
the SCPs’ capability to produce more accurate forecasts for

future petroleum requirements.
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APPENDIX A

CASTLE AFB DATA AND RESULTS
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CASTLE AFB .

MONTHLY JP4 ISSUES - OCT 77 THRU APR 83

,‘H '}’A‘."_ IR

L e g

(THOUSANDS OF BARRELS)

Pl
et

#:4% DATAFILE LISTING FUNCTION #+

PERIGD GBSERVATION PERIOD OBSERVATION FERIOD BBSERVATION

206.03 25 190.46 49 191.17
224.54 26 252.08 50 174.61
195.43 27 150.27 31 151.57
227.25 28 168,12 32 188.73
207.24 29 238.43 53 200.77
277.21 30 199.14 34 210,03
2146.%0 3N 183.40 33 250.85
212.07 32 23826 34 201.15
267.60 33 197.05 357 191.19
209.13% 34 176.34 ;) 241,42
215.38 35 236.31 a9 197.14
281.72 36 206.33 60 241.37
206.02 37 213.80 61 198.34
198.9¢9 38 183.21 62 180.77
208.42 39 138.62 63 208.41
193.30 40 195.89 64 178.57
211.45 41 186.49 63 191.89
295.32 42 183.30 66 197.37
211,61 43 191.31 67 268.17
209.70 44 221.84 48 0.
253.93 45 189.84 69 0.
211.49 16 229.09 70 0.
265.21 47 175.42 71 0.
224.81 48 240.13 72 0.
73 0.
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CASTLE AFB

FY 198@ MEAN RESULTS

HEAN SGUARED ERROR (NSE) = §352.2
MEAN ABSOLUTE PC ERROR (MAPE) = 10.1%
MEAN PC ERROR OR BIAS (WFE) = ~1.491

PERIOD FORECAST
25 226.37
26 226.37
27 226.37
28 226.37
29 226.37
30 226.37
31 226,37
32 226.37
33 226.37
34 226.37
35 226.37
36 226.37

k3 RESIDUAL AUTOCORRELATIONS w##+

TIME LAG

10 . 31 .
9 . | .
8 P .
7 . ¥ 1 .
é . I * .,
9 . *]

A . * I .
3 . I .
2 . L .
1 . 3 1 .

r.1.1.1.1.1. 1. 1.1 tL 1L 1L LI LW DL T

-1 0 +1
CHI-SOUARE COMFUTED ¢( 8 [IEGREES OF FREEDOM) =
. CHI-SQUARE FROM TABLE ( 9 DEGREES OF FREEDOR)

THE MODEL YOU USET I5 CORRECT RECAUSE THERE
15 NO SIGNIFICANT PATTERN LEFT IN THE RESTIUALS
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AUTOCORRELATION

-0.18

0.14
-0.20
-0.24

0.31
-0.05
-0.32

0.25
-0.14
-0.2¢
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CASTLE AFB

FY 1988 EXPO RESULTS

MEAN SQUARED ERROR (MSE) = 1041.7
MEAN ABSOLUTE PC ERROR (HAPE) = 9.6
MEAN PC ERROR OR BIAS (H#PE) = 2,832

PERIOD FORELAST
25 227.462
26 227.34
27 227.09
28 226.86
29 226.45
30 226 .47
3t 226.30
32 22615
33 226 .02
34 225.90
35 225.79
3é 225.4%

3¢ RESIDUAL AUTOCORRELATIONHS #e=

TIHE LAG AUTQOCORRELATION
10 . * 1 . -0.19
9 o I # . 0.15
8 R + 1 o -0.14
7 o * 1 o -0.21
[ . 1 * o 0.32
3 . s . -0.01
) . ¥ 1 . -0.31
3 1 * 0.28
2 . s 1 " -0.16
1 .4 1 . -0.33
1.1.1.1.1.1, 1, 1.1 11,1, 1. 1. 0.0 1L L T T
-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 13.0487

CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOW) = 13.5

77




TR T T, e T

TR Te e,

CASTLE AFB

FY 1989 EXPOTL RESULTS

nEAN SuUUARED ERRGR (nsSE) = 1145.9
HEAN ABSOLUTE FC ERROR (HAPE) = 10.1%
MEAN FC ERROR OR BIAS (MFE) = 2.62%

PERIOD FORECAST
25 229.19
26 227.2¢
2?7 2246.22
28 225.41
29 225.24
30 225.07
3 224.96
32 224.89
33 224.86
34 224.84
35 224.83
36 224,82

FINAL ALPHA = 0.432

##:¢ RESIDUAL AUTOCORRELATIONS s:#3

TIME LAG AUTOCORRELATION
10 . s 1 . -0.17
9 . | SR .20
8 . s ] . -0.13
7 « % I . -0.24
[ . 1 * 0.32
3 . * . -0,02
4 o ¥ 1 . -0.35
3 . I *, 0.34
2 . * 1 . -0.15
1 .k 1 . -0.37
| G U 1P U0 GRS (PR SR QUR ORG D (DD R0 (PR (S (R (PR QR0 QU0 (R PR {
-1 0 +]
CHI-S5QUARE COMFUTED ( 8 OEGREES OF FREEDOM) = 15,5436
CHI-SQUARE FROM TABLE ( 8 (EOREES UF FREELGA) = 15,5y

THE MODEL (OU USED {5 LLORRIECT BELAUSE THERS
[9 tQ SIGHIFICANT PulTERN LEFT 1w v RIESIDUALSD
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CASTLE AFB

',: FY 1981 DECOMP RESULTS
s

- MEAN SQUARED ERROR (HSE) = 810.4

g MEAN ABSOLUTE PC ERROR (MAPE) =  10.7%

A MEAN PC ERROR OR BIAS (MPE) = -1.487

k2 FORECAST 2x
PEKIGD  FORECAST

17 190.44
18 217.39
39 2146.29
40 18%.08
a1 215.61
42 21451
43 187.32
44 213.83
AS 212.74
44 185.97
47 212,05
48 210.94
#3% RFGIDUAL AUTOCORRELATIONS wkex
TINE LAG AUTOCORRELATION
10 . s 1 . -0.11
9 . + 1 -0.12
8 . *] . -0.06
7 . % 1 . ~0.18
[ . 1 N 0.21
3 . x] . -0.05
A4 .? 1 . ~0.32
3 . 1 *, 0.31
2 . s 1 . ~0.17
1 . * 1 . -0.17 )
I.I.1.I.1.1. 1. 1. 1.1 Ta L TL DLl a Lttt L
-1 0 +1
CHI-SQUAKE COMFUTED ( 8 DEGREES OF FREEDOM) = 13.1457

CHI-SQUARE FROM TABLE ( B8 DEGREES OF FREEDOH) = 1S5.50 ‘

THE MODEL YOU USED IS CORRECT EECAUSE THERE
IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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37
8
39
49
A1
42
A3
44
45
44
4?
48

PERIOD

FORECAST

171.32
189..1
152.01
157.24
183.07
200.30
138.14
170.35
180.01
145. 71
1746.83
168.19

CASTLE AFB

FY 1981 CENSUS RESULTS

h MEAN SQUARED ERROR (MSE) =
MEAN ABSOLUTE PC ERROR (M&PE) =
o NEAN PC ERROR OR BIAS (KPE) =

8y

w
28]
e O ro
o 00 —
> e

T

DO YOU UANT TO INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y OR N)
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CASTLE AFB

FY 1981 GAF RESULTS

MEAN SQUARED ERROR (NSE) = 494.8
MEAN ABSOLUTE PC ERROR (MAPE) = 7.9
MEAN PC ERROR OR BIAS (MPE) = =1.21%

DO YOU WANT T0 CONTINUE THE TRAINING (Y OR N)

=N
PERIOD FORECAST
37 197.14
38 207.27
39 143.593
40 194,59 .
41 o 194.57
42 180.47
43 211.26
44 . 183,43
45 189.61
46 200.94
47 187.37
48 181.95
*s:# RESIDUAL AUTODCORRELATIONS #*#x
TIME LAG AUTOCORRELATION
10 . * . -0.02
9 . * I . -0.24
8 . 1s . 0.06
7 . sl . -90.03
b . ¥ I . -0.27
3 . 1+ . 0.06
4 . 1 = . 0.14
3 . I v 0.17
2 . ¥ I . -0.24
| . 1+ . 0.048
| O O O O P 1P P P QU0 S 6 IF F U0 5 IV OO ) 9%
-1 0 +1
CHI-SQUARE COMFUTED ( 8 DEGREES OF FREEDOM) = 8.9741
CHI-SOQUARE FROM TABLE ( 8 DEGREES OF FREEDOH) = 135.350

(HE MODEL YOU USED IS CORRECT BECAUSE THERE
IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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TINE LAG
L3
10

-t BN DO

et et . T ey
R S IO

PER  FORECAST

183.2
240.5
203.8
182.8
240.7
203.6
182.9
240.7
203.7
182.9
240.7

203.7

STANDARD ERRCR =
DEGREES OF FREEDOM =

v

CASTLE AFB

FY 1981 BOXJEN RESULTS

NEAN SQUARED ERROR (MSE)
NEAN ABSOLUTE PC ERROR (MAPE)
HEAN PC ERROR OR BIAS (NPE)

= 843.3
= 9.12
L '2.662

95 PC. BOUNDS

120.1
148.2
9.1
37.4
68.7
8.6
-4‘16
-'600
"78-8
-134.0
-107.7
"'73-4

0.174

Is

I
* I
¢ 1
*1

»
®» 04 = % e

9

........
-------------------

246.2
332.9
316.5
328.1
412.8
398.7
410.5
497 .4
484.1
499.8
589.1
380.7

" CHI SQUARE =

82

#s# RESIDUAL AUTOCORRELATION COEFFICIENTS »s+

* . . - PR RN "—.'~. -
Ll auiEa AN SR AR SRS

$.58

AUTOCORRELATION

l.x.l.I.l.l.l.l.x.l.l.l'l'l.I.I.I.ICIII.I

+1

0.04
0.04
<0.25
-0.09
-0.07
=0.25
0.02
-0.19
0.13
=0.01
0.01
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CASTLE AFB

FY 1982 DECOMP RESULTS

MEAN SQUARED ERROR (MSE) = 826.1
MEAN ABSOLUTE PC ERROR (MAPE) = 11.02
MEAN PC ERROR OR BIAS (MPE) = =1.791

*#3 FORECAST 3
PERIOD  FORECAST

49 187.19
L) 200,94
i 199.83
52 183.19
353 198.80
34 197.48
35 183.19
56 196.45
37 195.353
38 181.19
59 194.49
60 193.38
*¢3 RESIDUAL AUTOCORRELATIONS s+
TIME LAG AUTOCORRELATION
10 * 1 . -0.28
? . 1 . -0.09
8 I+ . 0.04
7 o% ) -0.25
) . I =. 0.18
3 . sl . -0.03
4 ] 1 . -0.28
3 . 1 L 0.26
2 . sl . -0.07
] .5 1 . -0.20
O U5 U 3% O O % S %0 0% I P I P 390 O 0 % 0% N |

-1 0 +1
CHI-SQUARE COMPUTED ( O DEGREES OF FREEDOM) = 17.8173
CHI-SGUARE FROM TABLE ( 8 BEGREES OF FREEDOM) = 15.50

THE MODEL YOU USED 1S CORRECT BECAUSE THERE
IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS

83




..................

4&: \ CASTLE AFB
"l

FY 1982 CENSUS RESULTS

-~

e MEAN SQUARED ERROR (MSE) = 4§19.8
> MEAN ABSOLUTE PC ERROR (MAPE) = 9.9
:@ HEAN PC ERROR OR BIAS (NPE) = -1.232

DO YOU WANT TO INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y OR N)
-2 aN

- PERIOD  FORECAST
T 49 203. 41
S ' 50 216.26
. 51 177.64
i 52 201.33
53 240.42
54 247.22
55 ' 222.9
56 261.19
57 250. 11
58 245.39
59 270.95
60 278.91

. -~ ! w - 0
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CASTLE AFB

FY 1982 GAF RESULTS

MEAN SQUARED ERROR (MSE) = 518.7
MEAN ABSOLUTE PC ERROR (MAPE) = 8.72
MEAN PC ERROR OR BIAS (MPE) = ~-1.142

DO YOU UANT TO CORTINUE THE TRAINING (Y OR N)
=N

PERIOD FORECAST
49 226.43
50 183.32
3 196.29
32 203.04
33 178,56
34 : 200.50
35 203.7Y
36 194,30
57 207.99
38 202,49
39 198.18
40 227.17
#3% RESIDUAL AUTOCORRELATIONS #s:
TINE LAG AUTOCORRELATION
10 . 21 . -0.07
4 . *1 . -0.08
8 . I1s . 0.10
7 . I# . 0.03
6 . * 1 . -0.21
3 . I* . 0.04
4 . I = 0.19
3 . I+ . 0.05
2 . * 1 . <0.17
1 . %1 . -9.11
I.I.I.I.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1
-1 0 +

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 6.9318
CHI-SQUARE FROM TABLE ( 8 DEGREES 0F FREEDOM) = 15.50

THE MODEL YOU USED IS CORRECT BECAUSE THERE
1S NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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CASTLE AFB

FY 1982 -BOXJEN RESULTS

MEAN SOUARED ERROR (NSE) @ = 9297
NEAN ABSOLUTE PC ERROR (NAPE) =  10.81
MEAN PC ERROR OR BIAS (NPE) = -3.18%

PER FORECAST 93 PC. BOUNDS
L}/ 202.9 - 138.9 267.0
30 198.8 112.2 283.4
31 207.2 102.4 311.8
52 205.8 72.4 339.2
53 198.4 A2.7 3545
34 207.2 3.4 382.7
33 203.8 1.3 410.3
36 198.6 =-30.3 427.5
38 203.8 -73.3 487 .1:
39 198.4 -109.2 308.4
) 0 2022 -125.1  539.4

*a% RESIDUAL AUTOCORRELATION COEFFICIENTS #ae

-

STANDARD ERROR = 0.149 CHI SQUARE = 14.94
DEGREES OF FREEDOM = 12
TINE LAG AUTOCORRELATION

13 . . *1 . -0.12

14 . I » 0.24

13 . I . 0.07

12 . 1 »., 0.22

11 . 1 . 0.31

10 . 1 . -0.18

9 .8 1 . ~0.19

0 . ‘I . ‘°¢°4

? . »1 . ~0.09

3 . I . 0.09

S o » . -0.01

s . o1 . -0.12

: 3 . 1s . 0.10
2 . * . ~-0.02

1 . Is . 0.04

I.1.1.1.1.1.1.1. 1.1 1. 1. 1.1 1. 1. 1.1, 1. 1.1
-1 0 +1

’
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GRAND FORKS AFB DATA AND RESULTS
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GRAND FORKS AFB
MONTHLY JP4 ISSUES - OCT 77 THRU APR 83

(THQUSANDS OF BARRELS)

s34 DATAFILE LISTING FUNCTION #s+

PERIOD OBSERVATION PERIOD OBSERVATION PERIOCD OBSERVATION

1 66.34 23 88.38 45 43.20
2 31.14 24 64.49 46 90.60
3 73.80 23 57.93 47 90.96
4 53.98 26 26,03 48 80.20
3 67.97 27 31.79 49 98.45
6 . 81.49 28 48.00 S0 32.75
? 85.0% 29 3%.03 91 57.65
8 $%9.72 30 49.83 32 55.83
? 68.82 K} 952.47 a3 32.41
10 58.82 32 64.20 54 91.96
11 65.52 33 65.72 33 . 74.33
12 82.49 34 49.11 34 64.16
13 82.66 35 72.11 57 45.26
14 38.21 36 60.54 38 64.45
135 60.51 37 62.51 39 36.00
16 ‘ 63.35 38 57.82 60 84.17
17 39.22 39 47.23 é1 61.46
18 79.31 40 31.32 62 38.86
19 63.0% 41 42.00 63 66.06
20 65.96 42 95.07 64 61.47
21 85.02 43 43.08 45 41.38
22 35. 11 44 71.25 66 51.98
&7 76.07
88
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GRAND FORKS AFB

v v, ece 6 - . .
AR .".'.'-.-'!."- . .
\

FY 1986 MEAN RESULTS

SN

MEAN SQUARED ERROR (MSE) = 98.9
MEAN ABSOLUTE PC ERROR (MAPE) = 11.6%
NEAN PC ERROR OR BIAS (MPE) = =2.112

Al Y R B YR S LEE

PERIOD FORECAST
25 86.76
26 66.76
ry 66.76
28 ' 86.74
29 . 66.74
30 66.76
3 66.76
32 66.76
33 46.74
34 64.76
35 46.74
38 46.76
#%% RESIDUAL AUTOCORRELATIONS %2
TINE LAG AUTOCORRELATION
10 I | I . -0.23
9 » I =* . 0.15
8 . = 1 . -0.19
7 . s] . -0.07
é . 1 = 0.20
] . I . 0.07
4 « ¥ I . -003‘
3 . 1 » . 0.15
2 . I+ . 0.06
1 * I . -0-37
I.I.1.I.I.I.I.I.1.I.I.1.1.1.1.1.1.1.1.1.1
-1 0 +

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 10,0258
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE MODEL YOU USED IS CORRECT BECAUSE THERE
15 NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS

89
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GRAND FORKS AFB

FY 1980 EXPO RESULTS

-

MEAN SQUARED ERROR (NMSE) = 111.8
MEAN ABSOLUTE PC ERROR (MAPE) = 12,32
NEAN PC ERROR OR BIAS (NPE) =z =0.992

RIS AR

g

- - i
"o . .
SN LA
. . L e .
R PRI ]

v

PERIOD FORECAST
23 , 48.28
.. 28 $7.92
o 27 67.40
v 28 62.31
- 29 47.03
30 44,81
31 46.40
32 &6.41
33 66.24
34 44.08
335 43.94
36 83.82
ssn RESIDUAL AUTOCORRELATIONS ¢
TINE LAG AUTOCORRELATION
10 . 1 . -0.23
9 . S . 0.16
8 . * ] . -0.18
7 . ‘I . ‘0-06
é . I =» . 0.20
3 . 19 . 0.09
4 « 8 I . -0032
3 . 1+ . 0.12
2 . Is s 0.07
1 *, 1 . -0.43
1.1.1.1.1.1 1.1,.7.1.1.1.1.1.1.1.1.1.1.1.1
-1 0 +1

CHI-SQUARE COMPUTED ( B DEGREES OF FREEDON) =  11.2219
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM} = 13.30

THE MODEL YOU USED CAN BE INPROVED BECAUSE THERE IS SOME PATTERN IN
THE RESIDUALS WHICH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOUING TINE
LAGS AND AUTOCORRELATIONS DO NOT SEEM TO BE RANDOM.

90
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b GRAND FORKS AFB

A FY 1986 EXPOTL RESULTS
h 3

2

g; MEAN SGUARED ERROR (MSE) = 120.8

) MEAN ABSOLUTE PC ERROR (MAPE) = 14,41

MEAN PC ERROR OR BIAS (MPE) = =3.77%

) PERIOD FORECAST
- 25 73.98
: 26 73.21
Y 72.50
i 28 71,85
< 29 21.25
¥ .30 . 70.70
‘. k3| 70.20
: 32 69.74
33 69.32
~ 34 48.93
- 35 48,58
1 34 68.25
%
FINAL ALPHA = 0.083
o s+ RESIDUAL AUTOCORRELATIONS ##=
P TINE LAG AUTOCORRELATION
i 10 .1 . -0.23
9 . 1 o+ . 0.19
8 . l . -0.18
7 . I . "0109
3 . ) S T 0.22
5 . Is . 0.10
A N I . -0.38
3 . I s 0.17
2 [ * . -0.01
1 1 s, 1 . -0.45
- : I.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1
: -1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) =  13.4904
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDON) = 15.50
THE KODEL YOU USED CAN BE IMPROVED BECAUSE THERE IS SOME PATTERN IN
> THE RESIDUALS WHICH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOWING TINE
. LAGS AND AUTOCORRELATIONS DO NOT SEEM TO BE RANDON. !
.!
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37
38
39
40
M
A2
A3
44
A5
46
47
48

10

- I > AON DO

............

PERIOD

TIME LAG

RABESA Ao b *y i+ et IR RVl ML GURl Jetl Y
e . N .- s

GRAND FORKS AFB

FY 1981 MEAN RESULTS

MEAN SQUARED ERROR (MSE)
MEAN ABSOLUTE PC ERROR (MAPE)
MEAN PC ERROR OR BIAS

FORECAST
63.38
43.38
63.58
62.58
63.58
63.358
43.58
§3.58
63.58
63.58
63.38
63.58

(MPE)

122.1
14.07
-3.142

#+% RESIDUAL AUTOCORRELATIONS #+##

Py

»

L

*
*

Pt el bl A 4 Pt e =t P

*

1.1.1.1.1.1.1.1.1.1.1.1.1.1

CHI-SQUARE COMPUTED (
CHI-SQUARE FROW TABLE (

.............

0

TN w v

AUTOCORRELATION

=0.20
0.03
~0.24
~-0.12
=0.00
0.10
~-0.21
0.26
0.21
0.00

Jd.1.1.1.1.1.1

8 DEGREES OF FREEDOM)

+1
= 10.0932

8 DEGREES OF FREEDOM) = 15.50

THE MODEL YOU USED 1S CORRECT BECAUSE THERE
IS NO SIGMIFICAMY PATTERN LEFT IN THE RESIDUALS
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o GRAND FORKS AFB

ii FY 1981 EXPO RESULTS

¢:~

0w
NEAN SQUARED ERROR (NSE) = 130.8
MEAN ABSOLUTE PC ERROR (MAPE) =  15.4%
NEAN PC ERROR OR BIAS (MPE) = -5.88%

PERIOD FORECAST
37 60.94
38 60.92
39 60.88
40 60.85
4 60.82
42 §0.79
43 60.77
44 - 60.74
45 60.72
46 60.70
47 60.49
48 60.67
#+# RESIDUAL AUTOCORRELATIONS ##4
TIHE LAG AUTOCORRELATION
- 10 . % 1 . -0.18
e . I3 . 0.08
8 I A | . “Vedlb |
7 . % 1 ° =0.19
6 . *] ° =-0.04
J . I+ . 0.04
4 o* 1 . =0.30
3 . I = . 0.22
2 . I+« . 0.13
1 . *] . =0.07
1 0% 5 PR X3 T9 T3 55 75 §5 5 IS 19 79 P9 95 P9 F5 F9 §9 )
-1 0 +

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) =  10.5067
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDON) = 15.50

THE MODEL YOU USED IS CORRECT BECAUSE THERE
1S NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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FY 1981 EXPOTL RESULTS

b
L

MEAN SQUARED ERROR (NSE) = 139.0
MEAN ABSOLUTE PC ERROR (MAPE) = 16.81
MEAN PC ERROR OR BIAS (MPE) = «35.832

PERIOD FORECAST
37 é1.75
38 é1.70
39 41.65
40 61.60
4 61.35
42 61.51
43 81.47
44 61.43

. 45 61.39
46 61.35
47 61.31
48 61.28

FINAL ALFHA = 0.044

#3:x RESIDUAL AUTOCORRELATIONS s#:

TINE LAG AUTDCORRELATION

10 . ¢ 1 . . -0.18
9 . I = 0.13
8 . 3 I . =0.23
7 . * 1 . -0.12
[ . * . -0.01
b . Is . 0.05
4 * 1 . -0.36
3 . I & . 0.1?
2 . 1+ . 0.07
‘ . * l . . -0.15

I.I.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1

-1 0 +1

CHI-SOUARE COMPUTED ( 8 DEGREES OF FREEDOM) =  11.2084
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE MODEL YOU USED CAN BE INPROVED BECAUSE THERE IS SOME PATTERN IN
THE RESIDUALS UHICH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOVING TINME
LAGS AND AUTOCORRELATIONS DO NOT SEEM TO BE RANDONM.
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. FY 1982 DECOMP RESULTS

a

“

[Q MEAN SQUARED ERROR (MSE) = 131.3

N MEAN ABSOLUTE PC ERROR (MAPE) 14.54
MEAN PC ERROR OR BIAS (NPE) s -3.29%

DO YOU WANT TO ESTINATE THE 12 CYCLICAL FACTORS FOR YOUR
FORECASTS? (IF NOT, A VALUE OF 100 WILL BE ASSIGNED TO EACH)

=N
#+% FORECAST #%s
PERIOD  FORECAST
- 49 59.39
= 50 60.38
a 51 59.14
ii 52 40.13
- 53 58.89
5 54 59.87
Y
Ny 55 58.63
2 56 59.62
-t 57 58.38
58 59.34
59 58.13
= 40 59.11
#ss RESIDUAL AUTOCORRELATIONS *+#
TIMNE LAG AUTOCORRELATION
IO '] ‘I - -0.12
4 . I+ . 0.07
8 « ® 1 . ~0.17
7 . & 1 . -0.164
é . s . -0.05
5 . I» . 0.07
4 v 1 . -0.21
3 . 1 # . 0.12
2 . 1 *, 0.27
1 . s 1 -0.17
I.1.1.1.I.1.1.1.1.1.1.1.1. 1 1.1.1.1I.1.1.1
-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) =  11.7512
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

. THE MODEL YOU USED 1S CORRECT BECAUSE THERE
- IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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"l BRAND FORKS AFB

- FY 1982 CENSUS RESULTS

MEAN SQUARED ERROR (MSE) = 112,46
HMEAN ABSOLUTE PC ERROR (MAPE) = 14.02
NEAN PC ERROR OR BIAS (NPE) = -2.67%

DO YOU WANT TO INPUT YOUR ESTIMATES OF THE TREND CYCLE <Y OR N)

=N

PERIOD  FORECAST
49 73.58
350 . 81.43
St 72.87
32 77,29
33 80.78
34 96.38
53 98.95
L1 116.77
57 113.06
38 120.23
39 ¢ 135.94

60 137.51
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GRAND FDRKS AFB

FY 1982 GAF RESULTS

MEAN SQUARED ERROR (NSE) s 92.8
MEAN ABSOLUTE PC ERROR (NAPE) = 13.12
MEAN PC ERROR OR BIRS (MPE) = =2.43%

DO YOU WUANT TO CONTINUE THE TRAINING (Y OR N)

=N
PERIOD FORECAST
49 635. 91
90 64.12
ST 47.00
82 63.45
33 66.20
94 60.51
35 72.97
L1 63.28
57 74.57
a8 71.93
59 71.39
60 74.02
*¢+ RESIDUAL AUTOCORRELATIONS #+=
TINE LAG AUTOCORRELATION
10 . * . -0.00
9 . I+ . 0.11
8 . *] . -0.03
7 . * . 0.02
6 S | . -0.20
5 . 1% . 0.04
4 . I* . ) 0¢°3
3 . * . 0.00
2 . I = 0.19
1 . *] . -0.03
I.1I.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1
-1 0 +1

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 4.38146
CRI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE HODEL YOU USED IS CORRECT BECAUSE THERE
IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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GRAND FORKS AFB

FY 1982 BOXJEN RESULTS

MEAN SQUARED ERROR (MSE) = 134.8
MEAN ABSOLUTE PC ERROR (MAPE) = 16,02
MEAN PC ERROR OR BIAS (MPE) = =2,251

PER  FORECAST 95 PC. BOUNDS
A9 33.0 27.3 78.4
30 76.2 39.3 113.1
31 32.8 -6.8 112.3
352 76.8 0.7 152.8
33 52.8 -43.6 151.2
34 76.8 -40.1 193.6
35 J2.8 -87.8 193.3
R 76.8 -84.3 237.%
57 52.8 -133.7 239.3
38 76.8 -132.2 285.8
39 32.8 -183.3 288.8
40 76.8 -183.7 337.2

#*% RESIDUAL AUTOCORRELATION COEFFICIENTS #»s»

STANDARD ERROR = 0.147 CHI SQUARE = 20.98
DEGREES OF FREEDOM = 12
TIAE LAG AUTOCORRELATION

15 . I s ., 0.17
14 . 1 s, 0.19
13 «* 1 . -0.18
12 . I+ . 0.10
1 . I & 0.13
10 . sl . -0.05
9 . 1 ¢« 0.14

8 . ¥ 1 . -0.146

7 s 1 . . =0.29

3 . I » . 0.15

S . I» . 0.07

. 4 * I . -0.30
3 . I . 0.21

2 . s 1 o -0.11

1 .t 1 . -0.18

I.I.1.1.1. 1. 1. 1. 1. 1. .1 .1 1.1 1.1 001
-1 0 +1
98
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HOLLOMAN AFB

MONTHLY JP4 ISSUES - OCT 77 THRU APR 83

O AN

(THOUSANDS OF BARRELS)

Y VI

e,
1
1'41' *

$48 DATAFILE LISTING FUNCTION #sa ,

PERIOD OBSERVATION PERIOD OBSERVATION PERIOD OBSERVATION

LI EAAR 3

1 59.34 23 106,49 45 96.15

- 2 62.12 24 79.11 44 116,71
:: 3 74.40 25 84.09 4 . 79.93
) 4 $5.39 26 100.05 48 64.28
- 5 49.93 27 79.80 49 102.20
= 6 93.25 28 78.58 50 113.76
7 69.19 29 114.46 51 102.51

8 85.01 30 81.48 52 106.98

9 84.52 31 81.22 53 - 90.03

10 59.75 32 99.92 54 86.38

1" 63.91 33 74.27 55 109. 48

12 86.05 34 85.18 56 87.00

13 69.93 35 113.26 57 92.53

14 63.42 . 3s 83.31 58 116.23

15 84.44 37 98. 45 59 772.74

16 72.58 38 96.94 60 80.42

17 77.83 39 91.41 61 87.52

18 108.15 40 79.51 62 75.84

19 104.86 4 79.48 63 116.41

20 75.98 42 110.32 &4 85.49

21 108.37 43 128.56 65 109.74

22 88.84 44 98.50 66 102.23

67 93.75
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HOLLOMAN AFB

FY 1989 MEAN RESULTS

MEAN SQUARED ERROR (MSE) = 233.4
MEAN ABSOLUTE PC ERROR (HAPE) = 16.21
WEAN PC ERROR OR BIAS (NPE) = -3.33%

_PERIOD FORECAST
25 79.70
26 79.70
27 79.70
28 79.70
29 79.70
30 79.720
31 79.70
32 : 79.70
33 79.70
34 79.70
33 79.70
36 79.70

AUTOCORRELATIONS OF THE RESIDUALS (ERRORS)...
HOU MANY TIME LAGS DO YOU WANT TO SEE GRAPHED (0 = NONE)

=10
ks RESIDUAL AUTOCORRELATIONS *33 )
TIME LAG AUTOCORRELATION
10 . L] . 0.01
9 . I+ . 0.08
8 . 3 I . -0.23
7 . LI | o ~0.13
) . I . 0.15
) . * 1 . ~-0.10
4 . J . 0.10
3 . I 3 0.39
2 . 1 = . 0.2
1 . I L SN 0.26
PRI TS S 7 5 U U5 05 05 30 O 01 I 7 0 5 9 8 |
-1 0 +

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOH) = ?.1862
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.30

THE MODEL YOU USED .IS CORRECT BRECAUSE THERE
IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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FY 1980 EXPO RESULTS

MEAN SQUARED ERROR (NSE) = 215.3
MEAN ABSOLUTE PC ERROR (MAPE) = 14,52
MEAN PC ERROR OR BIAS (MPE) = J.56%

PERIOD FORECAST
25 : 91.08
26 87.49
27 84.97
28 83.22
29 81.98
30 81.12
31 80.32
32 80.10
33 79.80
34 79.39
335 79.43
36 79.33

AUTOCORRELATIONS OF THE RESIDUALS (ERRORS)...
HOU MANY TIME LAGS DO YOU WANT TO SEE GRAPHED (0 = NONE)
=10

s#3 RESIDUAL AUTOCORRELATIONS ##x :

TINE LAG AUTOCORRELATION
10 . Q.10
. 0.09
. =-0.34
. -0.14
. 0.13
. -0.33
. =0.04
1

# *

»

e o s e =
»

#*

¥

*»

* 0.24
=-0.19

-0.24

L ]
C et et bt bt g et Sl =t Bt e

—_ NN OO

. %

I.I.I.I.1.1.1.1.1.1. Jd.ILIW1LILT
-1 H
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = ?.7977
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

S 0 0 I

THE MODEL YOU USED 1S CORRECT BECAUSE THERE
IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS

192

PRI, ¥ S S N WY |




o . NN Y

HOLLOMAN AFB

FY 1980 EXPOTL RESULTS

MEAN SQUARED ERROR (MSE) = 269.9
MEAN ABSOLUTE PC ERROR (NAPE) = 16.31
MEAN PC ERROR OR BIAS (NPE) = 4.48Z

PERIOD FORECAST
23 86.17
26 84.41
27 83.99
28 82.10
29 81.34
30 80.80
31 80.38
32 80.08
33 79.82
34 79.45
35 79.51
36 79.41

FINAL ALPHA = 0.249

AUTOCORRELATIONS OF THE RESIDUALS (ERRORS)...

HOW HANY TIME LAGS DO YOU WANT TO SEE GRAPHED (0 = NONE)
=10

##:3 RESIDUAL AUTOCORRELATIONS #:3

TINE LAG AUTOCORRELATION
10 . 0.10

. 0.13
. -0.27
. ~0.15
. 0.12
. -0.08
. -0.03
[

»
»

»

#
-

»
> Pt bt et g Pt 0l b Py bed O

» 0.24
-0.24

-0.27

PO SN TN R

I

I.I.1.1.1.1.1. JduLLL LT

-1 +1
CHI-SQUARE COMPUTED ( 8 DREGREES OF FREEDON) = 7.923
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 135.50

-t
-
—
-
—
.

IIIIII‘

THE MODEL YOU USED IS5 CORRECT BECAUSE THERE
1S NG SIGHIFICAMT PATTERN LEFT IN THE RESIDUALS
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HOLLOMAN AFB

FY 1981 DECOMP RESULTS 1

MEAN SQUARED ERROR (MSE) = 137.2
MEAN ABSOLUTE PC ERROR (MAPE) = 12,22
MEAN PC ERROR OR BIAS (MPE) = 2,13

DO YOU WANT TO ESTIMATE THE 12 CYCLICAL FACTORS FOR YQUR

FORECASTS? (IF NOT, A VALUE OF 100 WILL BE ASSIGNED TO EACH)
=N

#43  FORECAST 33
PERIOD  FORECAST

37 20.51
38 101.04
39 102.83
40 92.64
41 103.43
42 105.24
43 94.81
44 105.81
45 107.464
44 94.96
47 103.19
48 110.04
#3% RESIDUAL AUTOCORRELATIONS ##:
TIME LAG . AUTOCORRELATION
10 . j . 0.08
9 . #] . -0.07
8 . 3 I . -0.25
7 . * 1 . -0.15
3 . I = . 0.18
) oF 1 . -0.29
4 . *1 . -0.07
3 . 1 .* 0.42
2 . s 1 . -0.10
| . % . . -0.09
I.1.1.1.1.1. 1. 1. 1. LR DL DL LT L LG DL T
-1 0 +1

CHI-SQUARE COMFUTED ( 8 DEGREES OF FREEDOM) =  14.8201
CHI-SQUARE FROM TABLE ( B8 DEGREES OF FREEDOM) = 15.50

THE MODEL YQU USED CAN BE IMFROVED BECAUSE THERE IS SONE FATTERN IN
THE RESIDUALS MHICH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOWING TINME
LAGS AND AUTOCORRELATIONS DO NOT SEEM TQ BE RANDOH.
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HOLLOMAN AFB

FY 1981 CENSUS RESULTS |

HEAN SQUARED ERROR (NSE) = 134.0
MEAN ABSOLUTE PC ERROR (MAPE) = 11.3%
MEAN PC ERROR OR BIAS (MPE) = ~1.74%

DO YOU VANT TO INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y ORIN)
=N

PERIOD  FORECAST

37 8a.19
18 94.17
39 104.48
40 97.37
41 122.74
42 135.62
43 127.40
44 133.45
435 140.97
445 122.94
47 154.89

18 137.51

185
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A HOLLOMAN AFB

FY 1981 GAF RESULTS

MEAN SQUARED ERROR (MSE) = 146.9
MEAN ABSOLUTE PC ERROR (MAPE) = 12,47
MEAN PC ERROR OR BIAS (MPE) = -1.881

DO YOU WANT TO CONTINUE THE TRAINING (Y OR W)

=N
PERIOD FORECAST
37 84.40
38 97.82
39 84.32
40 91.35
4 94.59
A2 87.59
43 92.0S
43 20.04
A5 88.86
46 95.24
47 88.04
48 92.74
#%% RESIDUAL AUTOCORRELATIONS ##
TIME LAG AUTOCORRELATION
10 P 1 . -0.24
9 . *] . -0.07
8 o x] R -0.03
7 . * . -0.02
) . + I . -0.13
S 1= . 0.1
4 . 1= . 0.08
3 . * . -0.01
2 . * . 0.90
1 . *] . -0.04
I.I.T.I. 1.1 1011010101001 .. L. 10 1L
-1 9 +1
CHI-SQUARE CONMPUTED ( 8 BEGREES OF FREEDOHW) = 3.7332

CHI-SQUARE FROH TABLE ( 8 DEGKEES OF FREEDOM) = 15.50

-
it
P

THE MOBLEL YOU USED 1S CORRECT BECAUSE THERE
- 15 NO SIGHIFICANT PATTERN LEFT In THE RESIOUALS
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FY 1981 BOXJEN RESULTS

LA I
2

Il

MEAN SQUARED ERROR (MSE)

= 163.9

e MEAN ABSOLUTE PC ERROR (MAPE) = 11,72
S MEAN PC ERROR OR BIAS (MNPE) = 1.83%

FER  FORECASI 95 PC. BOUNDS

37 86.2 39.5 112.9

38 110.8 70.4 151.1

39 81.2 28.1 134.4

40 85.5 10.4 180.4

41 110.5 17.2 203.9

42 81.2 -28.9 191.4

43 83.5 -48.8 219.8

44 110.3 -45.8 266.5

A5 81.2 -95.2 237.46

46 85.5 -117.46 288.6

LY 110.5 -117.3 338.4

48 81.2 -170.1 332.6

*#¢ RESIDUAL AUTOCORRELATION COEFFICIENTS ###

STANDARD ERROR = 0.174 CH!I SQUARE = 4.37
DEGREES OF FREELON = 8
TIME LAG AUTOCORRELATION
1 . 1 » . 0.12
10 . I » . 0.13
9 . s ] ° -0.14
8 . s I . -0.12
7 . s . -0.08
[ . I* . 0.05
3 . ¥ 1 . -0.19
4 . I # . 0.12
J . ) . 0.00
2 . * . 0.01
o 1 . * . -0.01
RO I.I.I.1L.I. 1.l 1.1 L. L1 . L Da L L L DL T T
e -1 9 +1
197
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HOLLOMAN AFB

FY 1982 DECOMP RESULTS

MEAN SOQUARED ERROR (MSE) = 210.2
MEAN ABSOLUTE PC ERROR (HAPE) = 13.82
MEAN PC ERROR OR BIAS (NPE) = 2,722

DO YOU WANT TO ESTINATE THE 12 CYCLICAL FACTORS FOR YOUR

FORECASTS? (IF NOT, A VALUE GF 100 VILL BE ASSIGNED T0 EACH)
=N .

s#%  FORECAST 32
PERIOD  FORECAST

49 97.82
50 102.09
51 103.82
52 99.56
53 103.89
54 105. 64
55 101.29
56 105.49
57 107.46
58 103.03
59 107.49
60 109.28 J
435 RESTDUAL AUTOCORRELATIONS #%»
TINE LAG AUTOCORRELAT ION
10 .ol . -0.08
9 ‘ . ) . -0.02
8 . I+ . 0.07
7 ) ' ) -0.02
b . s . 0.09
3 * 1 R -0,3t
4 .o 1 . -0.13
3 . I : 0.28
2 PR . -0.19
1 ) s . 0.02
1.1.1.1.1.1.1. 0. 1.1 1. 1. T L DL DL E D L. L]
-1 ' 0 +

: CHI-SQUARE COMPUTED ( 8 DEGKEES OF FREEDOM) = 11,7518
CHI-SQUARE FROM TABLE ¢ 8 DEGREES OF FREEDON) = 135,50

~ THE MODEL YOU USED CAN BE IMNPROVED BECAUSE THERE 15 SOME PATTERN IN

- THE RESIDUALS UHICH CAMN BE FORCASTED. SPECIFICALLY, THE FOLLOWING TIKE
ii LAGS AND AUTOCORRELATIONS DO NOT SEEM TO BE RANDOM.
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A
= ' HOLLOMAN AFB
]I FY 1982 CENSUS RESULTS

MEAN SQUARED ERROR (MSE) = 171
NEAN ABSOLUTE PC ERROR (MAFE) = 12.81
MEAN PC ERROR OR BIAS (MPE) = -2.27%

Gl DO YOU UANT TO INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y OR N)
o =N
v , ,
P PERIOD  FORECAST g
. 49 79.46

50 75.95

51 $9.04 .

52 $4.71 ;

53 60.77

54 59.51

55 54.51

56 44.77

57 38.22

58 35.44

5¢ 31.03

60 19.75
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HOLLOMAN AFB

FY 1982 GAF RESULTS

MEAN SOUARED ERROR (MSE) = 215.2
MEAN ABSOLUTE PC ERROR (MAPE) = 13.7%
MEAN PC ERROR OR BIAS (MPE) = =2.261

DO YOU UANT TO CONTINUE THE TRAINING (Y OR N)

=N
PERIOD FORECAST
49 95.346
50 92.58
a 89.40
52 101.76
53 96.12
54 ?1.0¢9
53 93.50
L1 ?3.14
57 95.30
58 22.13
59 95.17
80 97.89
#32 RESIDUAL AUTOCORRELATIONS ##=
TIME LAG
10 R E 2 | .
9 . +] .
8 . Is .
7 . I# .
8 . =1 .
5 . I» .
4 . s] .
3 . 1 .
2 . 1 .
1 - #] .
IS PSR TS IR S0 PR IS D0 IS I 5 IS I IS IS 3 N 059 1
-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) =
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEUOM) =

THE MODEL YOU USED 1S CORRECT BECAUSE THERE
15 NO SIGNIFICANT PATTERH LEFT IN THE RESIDUALS

110

w Wl Ty LR SO W T A VA U AT ST ¥
A —

AUTOCORRELATION
-0.11
-0.07

0.04
0.07
-0.12
0.07
=0.04
=-0. 11
-0.01
-0.03

2.8899
15.50




NS 1B

T HOLLOMAN AFB

TEH

FY 1982 BOXJEN RESULTS

ERIRENTN B

MEAN SQUARED ERROR (MSc) = 229.2
MEAN ABSOLUTE PC ERROR (HAPE) = 13.21
MEAN PC ERROR OR BIAS (MPE) : 0.922

o
I_' .
v

PER FORECAST 95 PC. BOUNDS
A9 107.2 76.1 138.4
50 87.1 18.1 136.1
51 79.3 17.8 140.7
52 109.9 27.9 192.0
53 - 86.8 -13.7 187.3
54 79.3 ~16.4 195.F
55 109.9 ~28.0 242.9
54 86.8 ~ -71.9 245.5
57 79.3 -97.6 256.2
58 109.9 -91.0 310.%
59 86.8 -137.2 .y
60 79.3 -145.5 324.1

a%s RESIDUAL AUTOCORRELATION COEFFICIENTS ##»

STANDARD ERROR = 0.149 CHI SQUARE = 6.99
DEGREES OF FREEDOM = 12

TINE LAG AUTOCORRELATION
15 . %] . -0.04
14 . I = , 0.14
13 R 1+ 0.09
12 . s 1 . -0.08
t . * . -0.01
10 . Is . 0.07
9 . %1 . -0.11
8 . I+ 0.08
7 . I* . 0.05
4 . I+ . Q.03
3 * I . -0.30
4 . ] . 0.02
3 . I+ . 0.03
2 . * . -0.01
1~ . * . 0.00

| G 0 0P % %0 P OV (U5 P00 U O IS PO I U 00 (P U5 OO ¢
-1 0 +1
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KELLY AFB DATA AND RESBULTS
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N |
KELLY AFB |
. MONTHLY JP4 ISSUES - JAN 76 THRU DEC 82
,:T‘Z (THOUSANDS OF BARRELS)

#+3 DATAFILE LISTING FUNCTION s#s

o PER1OD OBSERVATION PERIOD OBSERVATION PERIOD OBSERVATION

1 39.67 29 35.02 37 46.39
2 31.90 30 J4.356 38 94.94
3 48.35 31 41.28 39 47.69
4 3$9.19 32 32420 60 456.14
3 46.10 33 94.18 61 456.89
6 39.63 34 38.19 62 46.48
7 46.67 33 39.43 63 30.92
B 40.67 36 91.80 64 49.73
9 38.80 37 48.38 63 60.43
10 45.00 38 44.77 1) 45.19
11 41.76 39 43.74 67 92,20
12 43.40 40 44.40 48 40.73
13 ' 37.88 41 26.32 69 49.446
14 48.20 42 77.81 70 44.469
15 54.08 43 49.29 A 46.24
16 St.11 44 98.135 72 50.72
17 .14 45 44.92 73 30.08
18 46.25 44 37.82 74 49.83
19 : 33.00 47 33.55 73 &41.69
20 46.86 48 37.04 76 39.71
21 49.97 49 33.43 77 46.77
22 44.08 30 90.57 78 43.89
23 44.24 9 34.34 79 63.79
24 43.32 352 49.92 80 92.47
235 49.91 33 62.11 81 2.4
26 48.89 94 31.97 82 43.08
27 $6.07 35 33.03 83 47.461
28 39.48 56 S50.97 84 S2.461
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i KELLY AFB

i FY 1979 MEAN RESULTS

: MEAN SOUARED ERROR (MSE) s 38.46

' MEAN ABSOLUTE PC ERROR (MAPE) = 10.0%
NEAN PC ERROR OR BIAS (MPE) = 1,411

PERIOD FORECAST
28 47.34
29 47.34
30 47.34
3 47.34
32 47.34
33 47.34
34 47.34
3% 47.34
36 47.34
37 47.34
38 47.34
39 47.34
#sx RESIDUAL AUTOCORRELATIONS ###*
TINE LAG AUTOCORRELATION
10 . I . 0.06
9 . % 1 . ~0.20
8 . s . -0-021
7 / » 3 I . ‘0-1‘
(] . * 1 . =0.10
5 . 3] . =0.05
4 . s ] . -0.08
3 . x] . ~-0.07
2 . I . 0.14
{ . 1 == 0.19
I.1.1.I.1.1.1. 1.1 L. DD LTl L DL DL TG L 1L
-1 0 +1
CRI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 3.8130

CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15,30

.THE NODEL YOU USED IS CORRECT BECAUSE THERE
; 1S RO SIGNIFICANT PATTERM LEFT IN THE RESIDUALS
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KELLY AFB

FY 1979 EXPO RESULTS

o MEAN SGUARED ERAROR (NSE) = 43.%
! NEAN ABSOLUTE PC ERROR (MAPE) = 10.41
HEAN PC ERROR OR BIAS (MPE) = 1.49%

oa  AGODIAES

PER10D FORECAST
28 57.17
29 81.62
> ' 30 63.85
b 3 64.96
- 32 85.51
33 65.79
34 85.93
35 66.00
LT 86.04
37 86.05
38 86.06
39 64.07
#3:# RESIDUAL AUTOCORRELATIONS
TIHE LAG AUTOCORRELATION

10 . * . ~0.01

9 . % 1 . -0.21

8 . *+ 1 . -0.08

? . % 1 . -0.21

6 . + 1 . -0.12

5 . %1 . -0.20

A . o . -0.21

3 . Is . 0.03

2 . I . 0.12

1 . I+ . 0.14

I.LI.LLL.ILLI.L.LI.LLLLI.LLILLILI.I

-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOH) = 6.1005
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE MODEL YOU USED IS CORRECT BECAUSE THERE
1S NO SIGNIFICANT PATTERN LEFT IN THE RESIUUALS
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KELLY AFB

. FY 1979 EXPOTL RESULTS
o

2 NEAN SOUARED ERROR (MSE) = 50.3

L MEAN ABSOLUTE PC ERROR (MAPE) =  10.6Z

NEAN PC ERROR OR BIAS (NMPE) 4.562

PERIOD FORECAST
28 51.1
29 61.42
30 84.582
31 63.62
32 65.93
33 66.03
34 48.06
35 46.07
36 66.07
37 : 46.07
39 66.07
39 66.07

FINAL ALPHA = 0.489

#3% RESIDUAL AUTOCORRELATIONS s#x

TINE LAG AUTOCORRELATION
10 . * I . -0.09
9 . * I . -0.19
8 . s ] . -0.11
7 . s 1 . -0.14
4 . 3 1 . -0.21
9 . LR . -0.12
4 . s I . -Q,14
3 . *] . -0.03
2 . L E . 0.04
1 . 1 L 0.27
I.1.1.1.1.1. 1. 1. 1.1 1.1, 1. 1. 1. 1. 1L 1L . L. '
-1 Q +1
b CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOHK) = 4.1104
t; CHI-SQUARE FRON TABLE ( 8 DEGREES OF FREEDOM) = 15.50
!%! THE MODEL YOQU USED 1S5 CORRECT BECAUSE THERE

. 1S NO SIGMIFICANT PATTERN LEFT IN THE RESIDUALS
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ey
"o KELLY AFB
e
ii FY 1988 MEAN RESULTS
-
e
e MEAR SQUARED ERROR (MSE) = 40.5
Fll MEAN ABSOLUTE PC ERROR (MAPE) = 10.92
o MEAN PC ERROR OR BIAS (MPE) = -1.81%
o
-
- PEXI0D FORECAST
40 48.76
a1 46.76
42 46.76
43 46.76
44 44.76
45 46.74
4 46.76
47 46.76
48 46.76
49 46.74
50 44.74
51 46.76

##% RESIDUAL AUTOCORRELATIONS x#%

TIME LAG AUTOCORRELATION

10 . ¥ . 0.090
9 . * ] . -0.11
] . 5 1 . -0.18
7 . ¥ 1 . -0.16
é ° I *= . 0.135
b . 1s o 0.03
4 . ¥ 1 o -0.19
3 . Is . 0.07
2 . * 1 . -0.13

e i . * R -0.01

» I.1.1.1.1.1.1.1.1.1.1. 1. 1. 7. 1. 1. 1. 1. 1. 1.1

.:u -1 (4] +1

f:_ CH1-SQUARE COMPUTED ( B DEGREES OF FREEDOK) = 6.0073

Ejﬂj CHI-SQUARE FROM TeBLE ( B8 DEGREES OF FREEDOM) = 135.3

N THE MODEL YOU USED TS CORRECT BECAUSE THERE

IS NO SIGAIFICANT FPATTERN LEFT IN THE RESIDUALS
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: KELLY AFB
i FY 1988 EXPO RESULTS
i MEAN SQUARED ERROR (MSE) = 51.3
MEAN ABSOLUTE PC EKROR (HAPE) =  11.8%
A HEAN PC ERROR OR BIAS (NPE) = 2.09%
h
PERI0D FORECAST
40 46.54
A 46.55
42 46.47
a3 46.40
43 46.33
a5 46.28
46 46.23
47 46.18
48 46.14
49 46.10
50 46.07
51 46.03
#%% RESIDUAL AUTOCORRELATIONS 4%
TIHE LAG AUTOCORRELATION
10 . I« 0.04
9 .+ . -0.09
8 Cox 1 . -0.14
7 .ox 1 . =914
4 . 1% R 0.12
5 . * ) 0.02
4 Lr 1 . -0.19
3 . T 0.03
2 Cox 1 . -0.13
1 . . . 0.01
1.1.1.1.1.1.0. 1.0 T 1Tl l DT oD a0 ]
-1 0 +1
CHI-SGUARE CONPUTED ( 8 DEGREES OF FREEDOA) =  4.5337

CHI-SGUARE FROW TABLE ( 8 DEGREES DF FREEDOW) = 15.39

THE H40REL YOU USED IS CORRECT BECAUSE THERE
IS5 NGO SIGHIFICANT PATTERN LEFT IN THE RESIDUALS
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KELLY AFB

FY 1988 EXPOTL RESULTS

,{"HII"}:F::'T

]

A WEAN SQUARED ERROR (MSE) = 55.3
M MEAN ABSOLUTE PC ERROR (MAPE) =  12.1%
Y EAN PC ERROR OR BIAS (NWPE) = 3.23%

PERIGD FORECAST
40 45.07
41 45.37
42 45.54
43 45.463
44 45.69
45 45.72
46 45.74
47 45.75
48 45.73
49 45.76
50 45.74
31 45.76

FI#AL ALPHA = 0.431

#%+ RESIDUAL AUTOCORRELATIONS #&x

TINE LAG AUTOCORRELATION
10 . * o 0.02
? . % 1 o -0.13
8 » * 1 . -0.13
7 . * 1 . -0.14
& ° 1 L 0.18
3 . I« . 0.03
4 o ¥ I . -0.20
3 . I . 0.08
2 . & I . -0.23
1 . * ] . -0.0%
I.1.1.1.1.1.1. 1. 1.7.1.1. 1. 1.1.7 7 .I.I.1
-1 0 +1
(CHI-SQUARE COMPUTED ( & DEGReeS OF FREEDOW) = g8.1138
CHI-SQGUARE FRUW TABLE ( 8 DEGREES OF FREFLON. = 13.30

THE AODEL YOU USED 15 CORRECT BECAUSE THERE
IS5 NO SIGMIFICANT FATTERN LEFT IN THE RESIDUALS
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KELLY AFB
i FY 1981 MEAN RESULTS
= MEAN SQUARED ERROR (MSE) = $7.4
l MEAN ABSOLUTE PC ERROR (MAPE) = 13.7%
. NSAN PC ERROR OR BIAS (MFE) = =3.142

N
i PERIOD FORECAST
" 52 47,00
- 53 47.00
) 54 47.00
A 55 47.00
b 56 47.00
5?7 47.00
58 47.00
59 47.00
60 47.00
51 47.00
62 47.00
63 47.00
##%¢ RESITUAL AUTOCORRELATIONS ##:¢
TINE LAG AUTDCORRELATION
10 . * . 0.01
9 . * . 9.00
8 . #1 . -0.08
? . * 1 . -0.10
'S . I+, 0.03
5 . I« 0.07
4 cr 1 . -0.22
3 . * . 0.00
2 . ] . -0.06
! .o 1 . -0.16
1.1.1.1.1. 1.0 1. L DL L LW LW DL DL DL DL T L T
-1 0 +
CHI-SOUARE COMPUTED ( 8 DEGREES OF FREEDON) =  4.9820

CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE MODEL YOU USED IS5 CORRECT BECAUSE THERE
1S HO SIGHIFICANT PATTERM LEFT IN THE RESIDUALS

i:
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KELLY AFB

FY 1981 EXFD RESULTS

HEAN SQUARED ERROR (HSE) = 82.1
NEAN ABSOLUTE PC ERROR (HAFE) = 14,62
NHEAN PC ERROR OR BIAS (NFE) = 0.04%

PERIOD FORECAST
92 47.32
33 48.02
94 48.4%
[ : 49.23
96 49.74
57 50.20
o8 50.62
59 30.99
40 51.33
41 51.63
62 51.91
43 52.15
#24 RESIDUAL AUTOCORRELATIONS #
TINE LAG
10 . 1s
9 . % .
8 . * 1 .
7 * [ .
6 I* o
9 . 1= «
) . ¥ i .
3 . Is .
2 . * o
] . * ] .
| 00 O U O 0 O AP QP D Q) %) P QPR (P () O A0 (PO O |
-1 0

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOH) =
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM)

THE MODEL YOU USED IS5 CORRECT RECAUSE THERE
IS HO SIGNIFICANT FATTERN LEFT 1N THE RESIDUALS

L et te e L R R I W PP LI L . U U WD V- W 1

*:k

AUTOCORRELATION

.1
+

4.

0.93
0.02
~0.09
-0.12
0.03
0.04
=0.22
0.97
~0.02
-0.09

3450

= 15.50
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KELLY AFB :
i - FY 1981 EXPOTL RESULTS

3 HEAN SQUARED ERROR (MSE) = 93.6

I HEAN ABSOLUTE PC ERROR (MAFE) =  14.9%

' MEAN PC ERROR OR BIAS (HPE) = 1.01%

b PERIOD FORECAST
i 52 47.17
53 47.83
3 54 48.43
: 55 48.98
s6 49.47 .
57 49.92
53 50.33
59 50.70
40 51.03 :
81 51.34
52 51.61
53 51.87

FINAL ALFHA = 0.092

#+s RESIDUAL AUTOCORRELATIOHS ax

TIME LAG AUTOCORRELATION
10 . I # . 9.08
9 . * . -0.00
8 . * 1 . -0.09
7 . % ] . -0.12
é . Iz . 0.01
9 . 1 % . 0.12
] I ¢ . -0.,22
3 . * . -0,00
2 . *] -0.07
1 .k 1 . -0.22
[.1.1.1.1.1. 1. 1.1.1,1.1.1.1.1.1.1.1.1.1I.1
-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 7.5154

. CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOH) = 15.50

THE MODEL YOU USED I5 CORRECT BECAUSE THERE
IS NO SIGHMIFICANT FATTERMN LEFT IN THE RESIDUALS
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KELLY AFB

FY 1982 MEAN RESULTS

.
: MEAN SQGUARED ERROR (HSE) = $4.0
. MEAN ABSOLUTE PC ERRGR (HAPE) = 13.0%
| HEAN PC ERROR Ok BIAS (NPE) = -2.91%
PERIOD . FORECAST
44 47.40
65 47.40
66 47.40
67 47 .40
68 47.40
49 47.40
70 47.40
71 47.40
72 47.40
73 47.40
74 47.40
75 47 .40
#s4 RESIDUAL AUTOCORRELATIONS #33
TINE LAG AUTOCORRELATION
10 ' . I+ . 0.03
g . I« . 0.06
8 . %1 . -0.11
7 . #1 . -0.08
6 . I+ . 0.08
5 . I+ . 0.05
4 * I . -0.25
3 . * . -0.00
2 . %l . -0.06
1 . % 1 . -0.13
I.1.1. 1.1 1.0 1 . DT 0D T LI T
-1 0 +1
CHI-SOUARE COMFUTED ( B DEGREES OF FREEDOQH) =  7.3929

CHI-SGUARE FROH TABLE ( -8 DEGREES OF FREELOM) = 13.30
THE MODEL YOU USED CAN BE IMFROVED BECAUSE THERC .- SOME PATTERIN 1IN

THE RESIDUALS WHICH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOWING TIHE
LAGS AND AUTOCORRELATIONS DO MOT SEEM TO BE RANTIOA.
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KELLY AFB

FY 1982 EXPO RESULTS

HEAN SQUARED ERROR {MSE) = 74.%
MEAN ABSOLUTE PC ERROR (MAPE) = 13.7%
MEAN PC ERROR OR BIAS (MFE) = 0.02%

PERI0D FORECAST
64 48.33
85 48.59
86 48.82
67 49.03
48 49.22
69 49.39
70 49.54
e 71 49.48
- 72 49.80
- 73 49.92
74 50.02
75 50.11
b #++ RESIDUAL AUTOCORRELATIONS 44+
- TIHE LAG "AUTOCORRELATION
= 10 . I+ . 0.04
:; 9 . 1= . 0.06
8 . sl . -0.10
7 . #1 . -0.08
é . s . 0.07
5 . 1= . 0.04
4 * 1 . -0.27
3 o *1 . -0.03
2 . #1 . -0.06
1 AR ¢ . -0.13
I.1.I.1.1.1 1.0 1.1 0.1 D TudaDuDa 1L
-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOW: = 7.4926

- CHI-SQUARE FROK TAELE ( 8 DEGREES OF FREEDOH) = 15.50

THE HODEL 10U USED CAN BE IAPROVED BECAUSE THERE 1S5 SO0WE PATTERW IN
THE RESTUUALS WHICH CAN BE FORCASTEU. SPECIFICALLY, THE FOLLOWING TIRME
LAGS AnD AUTOCORRELATIGNS DO NOT SEEW T0 BE RANDGH.
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KELLY AFB

e s A B "

FY 1982 EXPOTL RESULTS

MEAN SGUARED ERROR (MSE) = 86.4 )
. MEAN ABSOLUTE PC ERROR (HAFPE) = 14.2%
« MEAN FPC ERROR OR BIAS (MPE) = 1.43%

PERICD FORECAST
44 48.30
835 4%.68
4é 30.34
67 30.63
48 350.79
69 50.84
70 50.8%
71 50.%1
72 50.91
73 50.92
73 30.92
73 50.92

FIMAL ALPHA = 0.3529

#x% RESIDUAL AUTOCORRELATIONS #:##

TIHE LAG AUTOCORRELATION
10 . * . 0.02
9 . 1« . 0.03
8 . % 1 . ‘ -0.19
7 . *1 . -0.09
é . I+ . 0.1
3 . 1+ . 0.10
4 * 1 . -0.24
3 . . . -0.01
2 . *1 . -0.0%
1 01 -0.22
1.1.1.1.1.1.1.1. 1. 0.2, I I.1.1.I.1.1.1.1
-1 0 +1
CHI-SQUARE COAFUTED ( 8 DEGREES OF FREEDOM) = 10,5838

CHI-SQUARE FROW TABLE ( 8 DEGREES OF FREEDOH) = 15.50

THE HODEL YOU USED IS CORRECT BECAUSE THERE
IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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LANGLEY AFB DATA AND RESULTS
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LANGLEY AFB
MONTHLY JP4 ISSUES - APR 78 THRU SEP 82

(THOUSANDS OF BARRELS)

#4+ DATAFILE LISTING FUNCTION ##:x

PERIOD OBSERVATION PERIOD OBSERVATION PERIOD OBSERVATION

1 100.34 19 66.7 37 87.10
2 79.98 20 64.21 38 68.70
3 70.80 21 §2.10 39 50.14
4 84.67 22 456.93 40 57.17
5 51.99 23 64.06 a1 85.87
6 81.75 24 77.33 42 62.20
7 51.26 25 63.17 43 75.47
8 $6.27 26 $1.25 44 73.18
9 79.03 27 71.10 4s 77.17

10 51.08 28 62.85 46 47.95

11 61.24 29 89.30 47 77.40

12 90,45 30 67.61 48 78.45

13 62.05 3 72.94 49 93.82

13 46.73 32 90.09 50 88.33

15 73.28 33 59.44 $1 58.33

15 70.30 34 50.84 52 84.81

17 81.46 35 90.48 53 107.40

18 80.00 36 46.09 54 49.60
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LANGLEY AFB

i FY 1988 MEAN RESULTS

MEAN SQUARED ERROR (MSE) = 178.6
HEAN ABSOLUTE PC ERRDR (HAPE) = 16.82
MEAN PC ERROR OR BIAS (NPE) = =3.841

Bcy oo adf B MR T . e T

PER1DD FORECAST
25 70.41
24 70.41
27 70.61
28 70.61
29 70.61
i 30 70.81
3t 70.61
3 32 70.61
) 33 70.61
. 34 70.61
. 35 70.61
3é 70.61
»sx RESIDUAL AUTOCORRELATIONS ##x
TIHE LAB AUTOCORRELATION
10 . * 1 . -0.23
9 . 34 . -0.03
8 . 1* . 0.05
7 . I . -0.29
b . 3 . -0.04
L] . * . -0.01
4 ' o* 1 . -0.33
3 . 1 *, 0.35
2 . * . -0.02
1 . s 1 . -0.17
I.1.1.1.1. 1.1 1. 11,11, 1. 1.1 1. T D 1. 1.1
-1 0 +1
CHI-SGUARE COMPUTED ( & DEGKEES OF FREEDOH) = 9.6006

CHI-SQUARE FROM TABLE ( B DEGREES OF FREEDOM) = 15.30

THE HWODEL YOU USED 15 CORRECT BECAUSE THERE
15 N0 SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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LANGLEY AFB

FY 1988 EXPO RESULTS

. s
LI N
.~ e e et

Oy N
- HEAN SGUARED ERROR (iSE) = 248.6
e ' EAN ABSOLUTE PC ERROR (MAPE) = 19.8%
.i MEAN PC ERROR OR BIAS (NPE) = -8.46%
: PERI10D FORECAST
25 49.13
24 72.41 |
27 74.38
28 75.56
29 76.27
30 76.69
K§ 76.95
32 77.10
33 77.1%9
34 77.25
35 77.28
36 77.30
#%% RESIDUAL AUTOCORRELATIONS #xs
TIHE LAG AUTOCORRELATION
10 . 1 . -0.31
9 . I = o 0.11
8 . ' . -0.00
7 . * 1 . -0.22
3 . 1 ., 0.23
5 . * . 0.0t
4 . * 1 . -0.12
3 . 1 * 0.42
2 . 1+ . 0.04
1 . L 2 | . -0.19
IOS PO PRSP0 75 05 00 5 55 50 35 35 45 75 55 35 05 0% 99 ¢
-1 V) +1

CHI-SQUARKE COWFUTED ( B8 DEGREES OF FREEDOM) = 10.3973
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOA) = 13.30

THE HODE). YOU USED CAN BE IMFROVED BECAUSE THERE IS SOAE FATTERN IW
THE RZSIDUALS WHICH CAN BE FORCASTED. SFECIFICALLY, THE FOLLOVING TIWME
LAGS AND AUTOCORRELATIOMNS DO NOT SEem TO BE RANDOH.
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LANGLEY AFB

‘ FY 1988 EXFOTL RESULTS
S MEAN SQUARED ERROR (HSE) = 342.6
i NEAN ABSOLUTE PC ERROR (MAPE) =  24.3%

MEAN PC ERROR OR BIAS (NMPE) =13.34%

e
I

PERIOD FORECAST

25 73.30

26 74.72

o : 27 75.60
e 28 76.18
= 29 76.57
b 30 76.82
31 76.99

32 77.11

33 77.18

34 77.23

35 77.27

36 77.29

FINAL ALFHA = 0,336

#k+ RESIDUAL AUTOCORRELATIONS #%:x¢

TINE LAG AUTOCORRELATION
10 . * ] . -0.22
9 . I+ . 0.97
8 . I+ . 0.03
7 . s I . -0.19
[ . I s 0.24
3 . * . 0.02
4 o« * I . -0.25
3 . 1 * 0.30
2 . %1 . -0,05
1 . ¥ I . -0.32
I.1.1.1.1.1.1.1.1.1, 1.1, 1. 1. 1. 1. 1. 1. 1. 1.1
' -1 Q : +1 ‘
CHI-SQUARE COWPUTED ( 8 DEGREES OF FREEDGIH) = 9.7731
CHI-SQUARE FROM4 TABLE ( 8 DEGREES QF FREEDUN) = 15.50

THE fODEL Y0OU LSED 15 CORRECT BECAUSE THERE
£S5 NO SIGNIFICANT PATTER: LEFT IN THE RESIDUALS
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LANGLEY AFB

FY 1991 DECOMP RESULTS

MEAN SQUARED ERROR (MSE) = 181.0
MEAN ABSOLUTE PC ERROR (MAPE} = 16.3%
MEAN PC ERROR OR BIAS (MPE) = =3.71%

DO YOU UANT TO ESTIMATE THE 12 CYCLICAL FACTORS FOR YOUR

FORECASTS? (IF NOT, A VALUE OF 100 WILL BE ASSIGNED TO EACH)
=N

#%3 FORECAST #s3%
FERIOD  FORECAST

37 41.70
R f:] 71.57
‘ 19 72.19
40 61.37
41 71.19
32 71.81
43 &1.05
44 70.81
45 71.43
44 80.72
47 70.43
48 71.05
#+% RESIDUAL AUTOCORRELATIONS %
TINE LAG AUTOCORFELATION
10 T . -0.20
9 . +1 . -0.07
8 . I# . 0.04
7 o * I . -0.30
6 * . -0.00
S . * o 0.01
4 * I . -0.33
3 . I #* 0.37
2 . * . 0.00
1 AT . -0.21
I.I.1.1.1.1.1.1.1.1.1.1. 1. 1. 1. 1. 1. 1. 1. 1.1
-1 0 +1
CHI-SQUARE COMFUTED ¢ 8 DEGREES OF FREEDOM) =  15.0336
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDON) = 15.50

THE HODEL YOU USED CaM BE IWFROVED BECAUSE THERE I35 SOME FATTERH IH
THE RESIDUALS WHICH CAd BE FORCASTED. SFECIFICALLY, THE FOLLOWIAG TIME
LAGS AND AUTOCCRRELATIONS DQ NOT SEEA TO GE RANDDA.
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LANGLEY AFB
l FY 1981 CENSUS RESULTS
g
3

MEAN 5QUARED ERROR (MSE) = 148.6
MEAN ABSOLUTE PC ERROR (MAFE) = 14.0%
MEAN PC ERROR OR BIAS (MPE) = -2.93%
. DO YOU WART TO INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y OR )
»*, :N
o PERIOD  FORECAST
- 37 §2.38
38 66.34
39 57.30
40 55.06
41 55.35
42 51.43
43 40.77
434 114
45 39.41 ~
44 23.83
47 32.79
A8 28.13
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- LANGLEY AFB
- FY 1981 GAF RESULTS
{
- MEAN SQUARED ERROR (MSE) = 79.4
HEAN ABSOLUTE PC ERRDR (MAPE) = 11.42
MEAN FC ERROR OR BIAS (MFE) = -2.18%
‘ DO YOU WANT TO CONTINUE THE TRAIMING (Y OR M)
. =N
- FERIOD FORECAST
o 37 65.39
s 38 82.52
- 39 54.45
~ 40 30.07
- 1 82.28
-~ 42 58.28
- 43 85.08
- 44 79.76
= 45 58.29
- 44 34.93
.. 37 71.47
48 55.1%
" #3:x RESIDUAL AUTOCORRELATIONS #a4
- TINE LAG AUTOCORRELATION
- 10 . *1 . -0.03
» 9 . *1 . -0.04
8 . ¥ 1 . -0.14
- 7 I+ . 0.04
- 6 . I # . 0.98
- 5 . * . 0.01
7 4 *1 . -0.03
. 3 *] . -0.0%
2 S | . -0.13
- 1 . x 1 . -0.12
. IS PR ER U0 U5 F5 U5 U5 75 U 5 05 0 00 0 U 00 3% 0
-1 Q +1
o CHI-SOUARE COHPUTED ( 8 DEGREES OF FREEDGH) = 2.2848
S CHI-SGUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50
kN
- THE mOLEL YOU USED 15 CORRECT BECAUSE THERE
5 1S N0 SIGNIFICANT PATTERN LEFT IN THZ RESIDUALS
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LANGLEY AFB

FY 1981 BOXJEN RESULTS

HEAN SOUARED ERROR (MSE)

= 162,
MEAN ABSOLUTE PC ERROR (M&PE) = 15.4%
MEAN PC ERROR OR BIAS (MFE) = -4.04%
PER  FORECAST 95 PC. BOUNDS

37 50.9 26.3 75.4

38 88.8 52.8 124.9

39 46.1 ~1.5 93.7

10 50.9 -22.3 124.1

At 88.8 4.3 181.9

42 46.1 -45.8 158.0

3 50.9 -90.7 192.5

44 88.8 -73.2 255.8

45 46.1 -145.2 237.4

44 50.9 ~173.8 275.5

47 83.3 -163.7 343.3

48 6.1 -237.1 329.3

+#% RESIDUAL AUTOCORRELATION COEFFICIENTS w#s

STAMDARD EEROR = 0.174 CHI SQUARE = 2.22
DEGREES OF FREEDOM = 8
TIHE L&G AUTOCQRRELATION
t1 . %1 . -0.14
10 . LI . -3.10
9 . * ] . -Q.409
8 * . -0.01
7 . *] . Q.06
b * . -0.12
S I* 0.05
§ * 1 -0.03
3 . %] ~-0,06
2 . * . -0,92
1 . * . 0,02
| SN S P P (O P (0 P QR0 QU VN5 (5 SR (U S QU (R0 SO0 S PR {
-1 ] +1
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LANGLEY AFB

- FY 1982 DECOMP RESULTS

:
'
.
',
1S

b
P.'.
r.
Lo

HEAN SQUARED ERROR (MSE) = 185.5
HEAMN ABSOLUTE PC ERROR (MAPE) = 15.8%
NEAN PC ERROR OR BIAS (HPE) = -3,522

DO YQU UANT TO ESTIMATE THE 12 CYCLICAL FACTORS FOR YQUR

FORECASTS? (IF NOT, A VALUE OF 100 WILL BE ASSIGNED T0 EACH)
=N

#3% FORECAST %2
PERIOD  FORECAST

A9 65.85
50 73.94
51 72.05
52 45.80
93 73.88
54 71.99
59 45.75
54 73.83
S7 71.93
58 85.70
59 73.77
40 71.88
s RESIDUAL AUTOCORRELATIONS *#x
TIHE LAG AUTOCORRELATION
10 o¥ I . -0.25
9 : . *] o -0.04
8 . 1= . 0.09
? x 1 o -0.41
) o 1 = 0.14
5 . 1 . 0.903
4 *, 1 . -0.33
3 1 » 0.31
2 . * . 0.02
1 . * I . -0.27
r.r.r.r.r.1r.1. 1.0, 1. 1. 101010101010
' 0 +1
CH1-SQUAKE COMPUTED ( ~8 DEGREES OF FREEDON) "= 24.0489

CHI-SGUARE FKOM TABLE ( 8 UEGREES OF FREEDGH) = 15.50

THE MODEL YOU USED CAN KE INPROVED BECAUSE THERE IS SOME PATTERN IN
THE RESIDUALS WHICH CAN KE FORCASTED. SPECIFICALLY, THE FOLLOUING TIME
LAGS AND AUTOCORRELATIONS [0 NOT SEEW TO EE RANDOM.
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FY 1982 CENSUS RESULTS

MEAN SQUARED ERROR (MSE) = 196.3
fEAN ABSOLUTE PC ERROR (MAPE) = 15.3%
MEAN PC ERROR OR BIAS (NPE) = '-2,86%

DO YOU UANT TO INPUT YOUR ESTINATES OF THE TREND CYCLE (Y OR N)
=N

PERIOD  FORECAST

49 90.49
50 98.23
51 84.40
52 89.49
53 121.89
54 104,22
35 108.08
54 118.00
57 113.03
58 89.84
59 128.469
50 112.94
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LANGLEY AFB

] FY 1982 GAF RESULTS
HEAN SQUARED ERROR (MSE) = 110.0
; HEAN ABSCLUTE PC ERROR (MAPE) = 12,91
i HEAN PC EKROKR OR BIAS (HMPE) = -2.41%
' DO YOQU UANT TO CONTINUE THE TRAINING (Y OR N
=
PERIOD FORECAST
49 70.488
50 71.99
51 64.78
52 $6.83
53 74.14
54 64.74
35 646.89
54 75.23
$7 69.14
59 71.50
59 77.98
40 71.94
#2% RESIDUAL AUTOCORRELATIONS e
TIME LAG AUTOCORRELATION
V0 . * o 0.01
9 ., =1 . -0.08
8 . * 1 . -0.13
7 o s] . -0.04
é . 1 =, 0.18
5 v *] . -0.06
4 o ] . -0.00
3 . #*1 . -0.10
2 . 1 . -0.07
{ . ¥ 1 e -0.19
I.I1.1.1.1.1.1.1.1.1.1.1. 1. 1. 1. 1.1.1.1. 1.1
-1 0 +1
CRI-SQUARE COMPUTED ( 8 DEGREES OF FREEDON) = 5.3974

CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 13.50

THE HODEL YQU USED IS CORRECT BECAUSE THERE
1S NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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LANGLEY AFB

FY 1982 BOXJEN RESULTS

: MEAN SQUARED ERROK (HSE) s 137.8
' MEAN ABSOLUTE PC ERROR (MAPE) =  14.8%
N MEAN PC ERROR OR BIAS (NPE) = ~6,711

PER  FIRECAST 95 PC. BOUNDS

49 64.3 37.4 91,1

50 76.9 44.5 109.2

51 71.7 33.1 110,2

52 66.5 22.5 110.5

53 76.1 27.4 124.9

54 71.9 18.7 125.1

55 86.4 8.8 124.0

56 76.2 14.5 137.8

57 71.9 8.5 137.3

58 66.4 -3.9 135.8

59 76.2 3.2 149.2

40 71.9 -4.4 1484

+3% RESIDUAL AUTOCORRELATION COEFFICIENTS =2z

STANDARD ERROR = 0.149 CHI SQUARE = 14.80
DEGREES OF FREEDOW = 12
TIRE LAG AUTOCORRELATION
15 . Is . 0.04
14 - I =, 0.18
13 . * . 0.01
12 . 1# . 0.07
11 . I+ 0.09
10 ot 1 . -0.23
? . 3] . 0,03
8 . * . -0.02
7 ., 1 . -0,35
) . I » . 0.17
3 . * . Q.01
4 . ¥ I . -9.22
3 . 1 #, 0.27
2 . I+ . 0.03
1 . + . -0.02
) 50 0 S U0 (U 05 VR A D U VD P 0 RS A ) 00 U0 QS P |

-‘ 0 }1
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APPENDIX F

RANDOLPH AFB DATA AND RESULTS
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RANDOLPH AFB
MONTHLY JP4 ISSUES - APR 78 THRU SEF 82

(THOUSANDS OF BARRELS)

#4¢ DATAFILE LISTING FUNCTION ##a

PERZQD OBSERVATION PERIOD OBSERVATION PERIQD DBSERVATION
i 9

i 42.26 1 J0.43 37 J30.44
2 31.36 20 256,38 38 31.99
3 24.47 21 3f.21 39 26.85
4 39.44 22 21.5? 40 26.86
5 32.11 23 23.%4 41 35.40
& 36.71 24 40.42 42 28.83
7 29,91 25 30.12 43 33.30
8 31.84 26 J1.é1 44 23.98
? 28.87 27 31.71 43 24,75
10 22.80 28 27.44 46 27.47
11 22.37 29 40.28 47 27.38
12 42,20 30 Ji.7é 48 31.46
13 32.91 3i , 30.80 49 43.82
14 33.13 32 37.54 30 34.00
15 32.78 33 19.97 51 29.25
ié 30.90 34 24.14 32 40.45
17 29.92 335 34.29 33 27.23
18 4.4 36 32.14 4 40.89
149
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- RANDOLPH AFB

FY 1980 MEAN RESULTS

HEAN SQUARED ERROR (MNSE) = 34.4
HEAN ABSOLUTE PC ERROR (MAPE) = 14,71
HEAN PC ERROR OR BIAS (NWPE) = =3.461

PERIOD FORECAST
23 31.97
26 31.97
27 ' 31.97
28 31.97
29 31.97
30 31.97
31 31.97
32 31.97
33 31.97
34 31.97
33 31.97
36 31.97
*s* RESIDUAL AUTOCORRELATIONS 3%+
TIHE LAG AUTOCORRELATION
10 o 1 . -0.12
9 . * 1 . -0.19
9 . * I ° -0o08
7 . s1 . -0.03
b 3 1 ¥ 0.24
5 . * I o -0.11
4 . % 1 o -0.21
3 . I* o 0.04
2 . ¥ 1 . -0.23
1 . s1 . -0.04

1 0 05 0 5 U0 0% 0 0 3 05 5 7 75 1 1 15 0% O 5 B3
-1 L] +1
CHI-SQUARE COHPUTED ( 8 DEGREES OF FREEDOM) = 5.7832
CHI-SGUARE FROM TABLE ( 8 DEGREES OF FREEDON) = 15.350

THE HODEL YOU USED IS CORRECT BECAUSE THERE
IS NO SIGHIFICANT PATTERN LEFT IN THE RESIDUALS
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RANDOLPH AFB

i FY 1988 EXPO RESULTS
A

¢ HEAN SQUARED ERROR (MSE) = 50,2

' MEAN ABSOLUTE PC ERROR (MAPE) = 17,81

g HEAN PC ERROR OR BIAS (MPE) -8.36%

oy

THE MODEL YOU USED 1S CORRECT BECAUSE THERE
1S NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS

] PERIOD FORECAST
i 25 31.75
e 26 34,465
27 36.48
28 38.10
29 39.10
30 39.79
N 40.28
32 4. 82~
33 40.84
7] 41.03
35 A1.15
38 41.23
: #+33 RESIDUAL AUTOCORRELATIONS =3+
TINE LAG
10 . s 1 .
¥ . *] .
8 L] ‘ [ ]
? . * .
3 . I s,
5 . * 1 .
4 . s 1 .
3 . * .
2 . s 1 .
! . I# .
1.1.1.1.1.1.10100,1. 101010111 0001011
-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDON) =
CHI-SQUAKE FROM TABLE ( 8 DEGREES OF FREEDON) =

i S A e R A

ANTOCORRELATION
=017
=0.07 -

0. 01
0.02
0.33
-0.09
=-0.14
-0.02
-0.08
0.07

4.7094
15.50
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RANDOLPH AFB

FY 1988 EXPOTL RESULTS

s

¥ IR -
e

MEAN SQUARED ERROR (ASE) = §0.7
HEAN ABSOLUTE FC ERROR (MAPE) = 20.8%
HEAN PC ERROR OR BIAS (NPE) = -10.492

-,
.
Ao
-
»
v

PERIOD FORELAST
25 36.81
26 36.89
r¥d 368.97
28 37.05
29 37.12°
30 37.20
3 37.27
32 37.33
33 37.42
34 37.49
35 37.36
36 37.43

FINAL ALPHA = 0.018

#33 RESIDUAL AUTOCORRELATIONS »s¢=
TIKE LAG AUTOCORRELATION
10 ~0.17
-0.24
-0.13
0.10
0.23
~0.16
. ~0.19
. =0.13
. -0.13
. 0.22
1.1.1.1.1.1. I.1.1.1.1.1.1
~1 +H
CH1-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 7.5279
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDGM) = 135.350

»
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RANDOLFH AFB

a : FY 1981 MEAN RESULTS
o

.:_::;

L HEMN SQUARED ERROR (4SE) = 32.3

'Ii HEAN ABSOLUTE PC ERROR (MAPE) = 14.1X

o HEAN PC ERRORK OR BIAS (MPE) = -3.422

o PERIOD FORECAST

37 31.44
k: B 31.64
39 31,64
40 31.64
41 31.64
A2 31.64
43 31.64
44 11,64
49 31.464
44 31.64
47 31.44
48 31.64
#ks RESIDUAL AUTOCORRELATIONS s$xs
TIKE LAG AUTOCORREL ATION
10 . & 1 . -0.19
4 o 1 . -0.28
8 . * . 0.02
7 . s 1 . -0.13
4 . 1 = 0.21
5 . s . 0.01
] .* 1 . -0.31
3 . 1= . 0.12
2 . ® 1 . -0.24
§ . s | . -0.08
1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1
-1 0 +1

CHI-SQUARE COMPUTED ¢ 8 DEGREES OF FREEDGM) = 12,5489
CHI-SQUARE FROM TABLE ( 8 JEGREES OF FREEDOM) = 135.350

THE WODEL YOU USED 1S5 CORRECT BECAUSE THERE
IS N0 SIGNIFICANT PATTERH LEFT IN THE RESIDUALS
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RANDOLFH AFB

FY 1981 EXPO RESULTS

‘4- 7
- MEAN ABSOLUTE PC ERROR (NAPE) =2 17,51
s HEAN PC ERROR OR BIAS (MPE) = -8.83%

h HEAN SOUARED ERROR (MSE)

S
.
' PERIGD FORECAST
- 37 30.43
L 38 30.93
39 21.17
A0 31,346
41 31.52
42 31.464
43 31.74
44 J31.82
435 31.89
46 31.94
47 31.98
48 32.01
*3% RESIDUAL AUTOCORRELATIONS ###
TIKE LAG AUTOCORRELATION
10 « ¥ I . -0.20
4 . + 1 - -0.17
8 . Iz - 0.09
7 . *] . -0.03
[ . I *, 0.31
5 . Is . 0.03
4 « * 1 . -0.18
3 . I . 0.09
2 . s] . -0.07
| . I+ . 0.07
I.1.1.1.1.1.1.1.1.1.1.1.1.1.I.I.1.1.1.1.1
-1 Q +1
CHI-SQUARE CONFUTED ( 8 DEGREES OF FREEDOM) = 8.3173

CHI-SGUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.350

THE MODEL YOU USED 1S CORRECT BECAUSE THERE
1S NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS




RANDOLFH AFB

FY 1981 EXPOTL RESULTS

MEAN SQUARED ERROR (MSE) = 37.3
HEAN ABSOLUTE PC ERROR (MAPE) = 1.3
HEAN PC ERROR OR BIAS (MWPE) = =11.671

FERIOD FORECAST
37 32.01
38 32.05
39 32.08
40 32.10
L] 32.12
42 32.12
43 32.13
44 32.13
45 32.14
46 32.14
47 32.14
48 32.1¢4

FINAL ALFHA = 0.341

#3% RESIDUAL AUTOCORRELATIONS s+
TINE LAG AUTOCORRELATION
10 o* -0.30
$ -0.34
0.01
-0.09
0.34
0.07
-0.31 !
. ' 9. 04
. -0.23
. -0.06
1.1.1.1.1.1.1,1.1.1.1.1.1.1.1.1.1.1.1I.1.1
-1 0 +
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) =  17.90138
CHI-SOUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50
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THE MODEL YOU USED CAN BE IAFROVED BECAUSE THERE IS SOME PATTERN IN
THE RESIDUALS WHICH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOUWING TIME
L'AGS AHD AUTOCORRELATIONS DO NOT SEEM TO BE RANDOM.
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RANDOLFH AFB

FY 1982 DECOMP RESULTS

A = |

MEAN SQUARED ERROR (MSE) = 967.2
" MEAN ABSOLUTE PC ERROR (MAPE) = 100.0%
MEAN PC ERROR OR BIAS (NPE) = 100.00%

DO YOU WANT TO ESTIMATE THE 12 CYCLICAL FACTORS FOR YQUR

FORECASTS? (IF NOT, A VALUE OF 100 WILL BE ASSIGNED TO EACH)
=N

#x3 FORECAST %3
PERIOD FORECAST

49 0.
ot 0.
51 0.
o2 0.
91 0.
1] 0.
53 0.
96 0.
S? 0.
93 0.
S5 0.
60 0.
*s% RESIDUAL AUTOCORRELATIONS ##*
TIME LAG AUTOQCORRELATION
10 o % 1 . -0.14
9 . Is o 0.04
8 . 3] . -0.06
7 . * 1 . -0.2
) . 1 * 0.30
5 . ] . 0.00
4 *. 1 . -0.34
3 . I= 0.11
2 . ¥ 1 . -0.21
1 . * . 0.01
1.1.1.1.1. 1.1 1.1 T L. L e L DL L LLDe DT ]
-1 0 +1
CHI-SQUARE COMPUTED ¢ 8 DEGREES OF FREEDOM) = 15.8343

CRI-SOUAKRE FROM TABLE ( 8 DEGREES OF FREEDOM) = 135.30
THE MODEL YOU USED CAN BE INFROVED BECAUSE THERE IS SONME PATTERN IN

THE RESIDUALS UHICH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOWING TIME
LAGS AHND AUTOCORKELATIONS 0O NOT SEEM TQ BE RANDOW.
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RANDOLPH AFB

FY 1982 CENSUS RESULTS

MEAN SGUARED ERROR (MSE) = 15.8
MEAN ABSOLUTE FC ERROR (HNAPE) = 10.31
MEAN PC ERROR OR BIAS (MPE) = -1.57%

DO YOU WANT 10 IMNPUT YOUR ESTIMATES OF THE TREND CYCLE (Y QR N)

=

PERIOD  FORECAST
49 31.03
99 J2. 1
51 39.38
52 29.93
33 37 .65
54 36.07
33 34.42
Sa 33.01
S7 27.94
38 28.146
59 34.27
59 41.135
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RANDOLFH AFB

FY 1982 GAF RESULTS

MEAN SQUARED ERROR (MSE) = 8.1
HMEAH ABSOLUTE PC ERROR (MAPE) 3 7.41
MEAN PC ERROR GR BIAS (HFE) = -1.11Z

DO YOU WANT TO CONTINUE THE TRAINING (Y OR N)
=N

PERIOD FORECAST
49 31.81
30 . 25.99
Si 26.%57
52 28.33
53 29,34
54 30. 51
S5 29.63
hT) 24. 11
.97 24.83
8 23.00
59 27 .46
40 30.30
*33 RESIDUAL AUTOCORRELATIONS #%+
TIKHE LAG AUTOCORRELATION
10 R * o 0.01
g « % 1 o -0.13
8 . $ ° 0.01
7 0 1+ o 0.07
é o #* 1 . -0.09
b . I# . 0.04
4 . * ] . -0.11
3 . 1 *, 0.2¢4
? . s1 . -0.03
1 * ., I . -0.41
I.1.1.1.1.1.1.1,1.1.1.1.1.1.1.1.1.1.1.1.1
-1 0 4+

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 13,2894
CHI-SQUARE FROM TABLE ( B8 DEGREES OF FREEDOM) = 15.50

(HE MODEL YOU USED CAN BE IMPROVED BECAUSE THERE IS SOME PATTERN IW

THE RESIDUALS WHICH CAN BE FORCASTED. SFECIFICALLY, THE FOLLOVING TINE
LAGS AND AUTUCORRELATIONS DO HOT SEEA 10 BE RANDOM,
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RANDOLFPH AFB

i FY 1982 BOXJEN RESULTS
. HEMN SQUARED ERROR (MSE) = 25.4

HEAN ABSOLUTE PC ERROR (MAPE) = 12.4%
' MEAN PC ERROR OR BIAS (MPE) = =4.242
E» PER  FORECAST 93 PC. BOUNDS

49 31.8 20.7 42.8

30 26.0 13.4 38.4

3t 21.6 7.6 35.9

32 36.8 21.2 52.4

33 26.3 9.4 43.1

34 30.3 12.1 48.4

39 26.1 6.8 45.4

56 23.2 2.8 3.7

37 27.0 5.3 48.3

38 23.3 0.8 45.7

39 32.9 9.4 36.3

40 3.8 -1.3 85.2

++% RESIDUAL AUTOCORRELATION COEFFICIENTS #3

STAHDARD ERROR = 0.1464 CHI SQUARE = ?.41
DEGREES OF FREEDOM = 9
TIAE LAG AUTOCORRELATION
12 . I =, 0. 21
i1 . x ] . -0.09
10 . * . ~-0.01
9 %, 1 . -0.36
8 . £ 1 . 0.8
7 . I+ . 0. 11
[ . I & . 0.18
3 . Is - 0.04
4 . * . -0.92
3 " 1% . 0.07
2 . I+ . 0.04
1 . 1 # . 0.12
| 9 O O P 0 SF 00 U5 U OV R I 5 P U OV 4 P D R |
-1 0 +1
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APPENDIX 6

TRAVIS AFB DATA AND RESULTS
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TRAVIS AFB

MONTHLY JP4 ISSUES - OCT 77 THRU APR 83

(THOUSANDS OF BARRELS)

: 38 DATAFILE LISTING FUNCTION- #«4%

PERIOD OBSERVATION PERIOD OBSERVATION PERIOD OBSERVATION

1 143.09 23 227.14 45 150.82

] 2 150.90 24 185.34 44 188.16
3 170.58 25 14t.721 47 136.47

4 143.69 26 226.16 48 185.00

3 143.33 27 155.48 49 164.54

6 174.78 28 138.13 30 161.87°

. 7 178.4635 29 199.51 31 132.99
p 8 141.40 30 192.78 32 154.90
9 200.460 31 154.30 33 160.83

10 166.86 32 190.79 54 168.36

i 181.29 33 164.97 35 193.37

12 202.37 34 130.32 36 143.04

13 135.20 335 198.17 a7 145.30

14 137.95 36 142.94 a8 180.01

15 156.95 37 172.82 97 137.83

14 130.49 38 136.34 a0 165.48

17 152.30 39 133.82 41 149.91

18 214.10 40 152.08 62 134.34

19 174.12 4 192.21 63 189.80

20 163.63 42 154.99 64 125.41

21 183.67 43 140.74 65 157.27

22 188.05 44 193.04 44 148.32

67 186.27
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TRAVIS AFB

FY 1988 MEAN RESULTS

MEAN SQUARED ERROR (MSE) = 446.4 !
HEAN ABSOLUTE PC ERROR (WAPE) = 12.7% 1
HEAN PC ERROR OR BIAS (HPE) = -2,20% |

PER10D FORECAST
25 169.52
24 169,52
27 169.52
28 169.52
29 169.52
30 149.52
31 169,52
32 149.52"
33 169.52
34 149,52
35 169.52
34 149.52
#s3 RESIDUAL AUTOCORRELATIONS %3+
TIHE LAG AUTOCORRELATION
10 . s 1 . -0.17
9 . Is . 0.04
8 . # 1 . -0.29
7 * I . -0.42
é . I+ . 0.08
5 . s 1 . -0.14
4 . . -0.19
3 . 1 * . 0.31
2 . ] . -0.04
1 . | S 0.20
I.I.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1
-1 0 +
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) =  11.4564

CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDON) = 15.30

THE MODEL YOU USED CAN BE IMPROVED BECAUSE THERE IS SOME PATTERN IN
THE RESTDUALS UHICH CAM BE FORCASTED. SPECIFICALLY, THE FOLLOWING TIWE
LAGS AND AUTOCORRELATIONS DO NOT SEEM TO BE RANDON,
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TRAVIS AFB

FY 1988 EXPO RESULTS

MEAN SQUARED ERROR (NSE) = 709.7
HEAN ABSOLUTE PC ERROR (MAPE) = 11.82
MEAN PC ERROR OR BIAS (MPE) = 2,222

PERIOD FORECAST

23 188.%1

24 187.94

27 187.24

28 184.73

29 184.33

30 184.908

31 185.88

32 185.73 .

33 185.43

34 185.55

35 185. 49

36 185.45

s#3 RESIDUAL AUTOCORRELATIONS
TIME LAG

10 . * 1 .
b4 . 1= .
8 . * 1] .
7 * 1 .
é . 1 4 .
] . # 1 .
A . 3 I .
3 . 1 *,
2 . * 1 .
1 . *] .

EE )
AUTOCORRELATION
=0.25
0.09
-0.21
-0.38
Q.19
-0.09
-0.23
0.34
-0.18
=0.03

I-I-IOI-I.I-l.I-I.l.I-I-I-I-I-I.I.Inl‘-I-I

-1 0

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM)

CHI-SQUARE FROM TABLE (

THE MODEL YOU USED IS CORRECT BECAUSE THERE
1S NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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TRAVIS AFB |

FY 1980 EXPOTL RESULTS

HEAN SQUARED ERROR {NSE) = 705.9
EAN ABSOLUTE PC ERROR (MAFE) = 11,4
NEAN PC ERROR OR BIAS (HPE) = 2.16Z

PERIOD FORECAST
25 189.489
26 187.561
27 186.55
28 185.99
29 185.48
30 185.52
3 185.44
32 185.39
33 185.37
34 185.35
35 185.33%
38 185.34
FINAL ALPHA = 0.4446
## RESIDUAL AUTOCORRELATIONS ##x%
TIME LAG AUTOCORRELATION
10 . # 1 . -0.2%
9 . 1 =» . 0.15
8 . * 1 . -0.14
7 * 1 . -0.42
4 . 1 ¢ 0.22
5 . * . 0.00
4 * 1 . -0.22
3 . 1 *, 0.33
2 . ¥ 1 . -0.29
1 P | . -0.13 @
I.I.I.1.1.1.1. 1.1 1. 1.0 . 1.1 L T L DL T l
-1 ] +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 14,2915

CHI-SQUARE FROW TABLE ( 8 DEGREES OF FREEDOW) = 15.30

1HE HODEL YOU USED CAW BE IHPRAVED BECAUSE THERE 1S5 SOHE PATTERN IN
fHE RESIDUALS UHITH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOWING TIHE
LAGS AND AUTCCORRELATICNS 00 MOT SEEM TN BE RAWDOM.
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TRAVIS AFB

FY 1981 DECOMP RESULTS

MEAN SQUARED ERROR (MSE) = 517.5
R MEAN ABSOLUTE PC ERROR (MAPE) = 11.42
. MEAN PC ERROR OR BIAS (MPE) = ~1.701

DO YQU UANT TO ESTIMATE THE 12 CYCLICAL FACTORS FOR TOUR
FORECASTS? (IF NOT, A VALUE OF 100 UILL BE ASSIGMED TO EACH)
=N

#xk  FORECAST s
PERIOD  FORECAST

37 163.75
38 184.98
39 198.44
49 165.90
41 184.39
42 189.88
43 166.26
14 187.81
45 191.32
46 167.52
47 189.22
A8 192.7%
##% RESIDUAL AUTOCORRELATIONS *#+
TINE LAG AUTOCORRELATION
10 .o 1 . -0.20
9 . #1 . -0.11
8 T | . -0.23
7 * I . -0.33
6 I+ . 0.96
5 T . -0.24
3 T . -0.13
3 1 . : . 0.43
2 . *1 -0.11
1 . I . 0.04
I.I.1.1.1.1.1. 1. 1.1, 1. L. 1L DL L L DL L L T T
-1 ' 0 +1
‘CHI-SQUARE CONPUTED ( 8 DEGREES OF FREENON) =  18.2047

CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOH) = 15,50

THE MODEL YOU USED CAN BE IMPROVED' BECAUSE THERE IS SONE PATTERN IN
THE RESIDUALS WHICH CAN EE FORCASTED. SPECIFICALLY, THE FOLLOWING TIME
LAGS AND AUTOCORRELATIONS DO NOT SEEM TO KE Ran(OM.
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TRAVIS AFB

FY 1981 CENSUS RESULTS

MEAN SGUARED ERROR (MSE) = 415.2
WEAN ABSOLUTE PC ERROR (MaPE) = 9.6%
MEAN PC ERROR OR BIAS (MPE) = -1.13%

DO YOU WANT TO INPUT YOUR ESTIMATES OF THE TREMD CYCLE (Y OR M)

=N
PERIOD  FORECAST
37 130.11
38 147.19
19 135.55
40 113.37
41 135.00
42 147.44
. 43 129.57
44 129.75
45 133.00
46 117.51
47 134.36
48 120.62
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v TRAVIS AFB

i . FY 1981 GAF RESULTS
SO NEAN SQUARED ERROR (HSE) = 392.5

- NEAN ARSOLUTE PC ERROR (NAPE) =  8.7%
'l NEAN PC ERROR OR BIAS (MPE) = -1.162

L DO YOU WANT TO CONTINUE THE TRAINING (Y OR )

o =H
PERIOD FORECAST
37 173.30
38 192,15
39 . 1463.59
40 174,45
41 179.57
42 159.17
43 176.41
44 166.938
AS 155.89
44 177.69
47 1464.34
48 161.27
#s% RESIDUAL AUTOCORRELATIONS =2
TIME LAG AUTOCORRELATION
10 . *] . -9.035
9 . 2] . -0.04
8 . I * . 0.09
7 . 1% . Q.12
é . t ] . -0.190
b . I * . 0.17
4 . I * . D.10
3 . k] . -0.903
2 . ] . -0.14
1 . * . -0.02
1.1.1.1.1.1.1.1.1. 1.1, 1.1.I. 1. 1. L. L. DL I T
-1 0 +1
CHI-SQUARE CONPUTED ( 8 DEGREES OF FREEDOM) = 3.7287

- CHI-SQUARE FROM 1.BLE ( 8 DEGREES OF FREENOM) = 13.50

THE MODEL YOU USED IS CORRECT HECAUSE THERE
1S NO SIGNIFICANT FATTERN LEFT IN THE RESIIUALS
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- TRAVIS AFB

FY 1981 BOXJEN RESULTS

NEAN SQUARED ERROR (MSE)

= 461.8

MEAN ABSOLUTE PC ERROR (NAPE) = .
HEAN PC ERROR OR BIAS (MPE) = 0.17%
PSR  FORECAST 95 PC. BOUNDS

37 147.9 103.3 192.3

38 198.5 118.5 278.4

39 162.9 62.3 263.%

40 149.6 17.4 281.7

Al 198.2 33.8 3462.6

32 162.9 -25.9 332.8

43 149.6 -74.6 373.8

44 198.2 -61.7 458.0

45 162.9 -127.0 452.9

46 149.6 -178.2 477 .4

47 198.2 -158.9 965.2

48 162.9 -238.3 S64.2

+:#¢ RESIDUAL AUTOCORRELATION COEFFICIENTS s+

STANDARD ERROR = 0.174 CHI SQUARE = 5.7%
DEGREES OF FREEDOM = 8
TIRE LAG AUTOCORRELATION
11 . & . 0.04
10 . %] . -0.07
? + 1 . -0.22
8 1 . =9.15
7 .o 1 . ’ -Q.19
6 . % 1 =J.17
S * 1 . -0.08
q . L . -0.07
3 . . 0.114
2 . I3 . 0.07
1 . * . -0.00
SO IS TS P 5 10 75 0 00 00 75 5 09 29 PS O SR 29|
-1 9 +1

..........




Frrvw - -
. R
i .i‘. ‘. ’. '.‘,v

R
. o

] “u

- = (el
] I . N o
A R

. N 3 f

v,

v T
LT T LR,

y— L g Sea gy ST L gritt e et i el Al TELEVY LT AY T
N AarI e . e N A ) A ) A

TRAVIS AFB

FY 1982 DECOMP RESULTS

MEAN SQUARED ERROR (MSE) = 320.2
HEAN ABSOLUTE PC ERROR (MAPE) = 11.7%
HEAN PC ERROR OR BIAS <(NPE) = ~1.76%

DO YOU WANT T§ ESTIKATE THE 12 CYCLICAL FACTORS FOR YOUR

FORECASTS? (IF NOT, A VALUE OF 100 WILL BE ASSIGNED 70 EACH)
=N

s%¢ FORECAST o3
PERIDD  FORECAST

49 138.33%
S 171.58
Sl - 174,24
52 1598.37
33 171,37
34 174,26
35 138.38
56 171.59
57 174,27
1] 158.39
gt 171.40
40 174,29
ws% RESIDUAL AUTOCORRELATIONS s#x
TINE LAG AUTOCORRELATION
10 o ¥ I . -0.23
9 . * . 0.02
8 . + 1 . Q.12
7 o ¥ 1 . -0.2¢
[ . I+ . 0.07
3 . ¥ 1 . -0.14
4 . 1 . -0.10
3 . I * 0,32
2 I+ . 0.04
! : . s . -0.01
I.I.I.1.1. 1. 1. 1. 1. 1.1 1. . fL L. DL D Tu D
-1 0 +1
CHI-SQUARE COMFUTED ( 8 DEGREES OF FREEDOH) - 13.2844
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOK) = 15.5¢

THE MODEL YOU USED CaAN BE IMPROVED BECAUSE THERE IS SOME PATTERN IN
THE RESIDUALS WHICH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOVING TIME
LAGS AND AUTOCORRELATIONS DO NOT SEEM TO BE RANDOM.
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TRAVIS AFB

FY 1982 CENSUS RESULTS

SQUARED ERROR (NSE) = 430.2
ABSOLUTE PC ERROR (MAPE) = 10.3%
PC ERROR OR BIAS (HNPE) = ~{.441

- L T e T

DO YOU WANT 10O INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y OR N)

=N

PERIOD  FORECAST

49
50
51
32
53
54
55
hT-]
37
S8
S?

S50

150.16
1465.84
151.89
139.26
166.68
172.45
157.45
186.44
170.44
176.49
185. 95
180. 91
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TRAVIS AFB

FYy 1982 GAF RESULTS

“ HMEAN SQUARED ERROR (HMSE) = 452.6
i nEAN ABSOLUTE PC ERROR (MAFE) z ?.8%
fEAH PC ERROR OR BIAY (HFE) = -1,341

DO TOU WART TO COWTINUE THE TRAINING (Y OR #)
=il

I PE1IOD FORECAST
g 49 167.58
50 158. 16
51 133.44
52 159.24
33 149.31
54 143.23
5% 163.42
56 142.79
37 165.18
28 156.17
39 1957 .84
40 199.75
#4:¢ RESIDUAL AUTOCORRELATIONS s+
TIHE L&G AUTOCORRELATION
10 . + 1 . -0.10
9 . Is . 0.03
8 . I« . 0.04
7 . 1 . 0.08
, b . +1 . -0.07
5 . I+ . 0.07
] . 1 s . 0.17
3 . s1 . -0.04%
2 . *] . -0.02
1 . *] . -0.06
| D 5 I IS U S IF0 U 955 S R (N IR G5 IS5 VD PR R O B
-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 3.1794

CHI-SQUARE FROM TAERLE ( 8 DEGREES OF FREEDOM) = 13.30

THE HODEL YOU USED 1S CORRECT BECAUSE THERE
I5 NO SIGNIFICANT FATIERM LEFT IN THE RESILIUALS

v—r
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TRAVIS AFB

FY 1982 BOXJEN RESULTS

HEIN SOUARED ERROR (MSE) : 60904
HEAN ABSOLUTE PC ERROR (WAPE) =  11.51
AEAN FC ERROR OR BIAS (AFE) = -0,44%
PER  FORECAST 95 PC. BOUNDS
A9 189.7 119.1 220.2
50 160.2 85.7 234.4
o1 168.0 5.4 260.4
52 168.1 17.8 288.4
53 160.2 16.3 304,0
54 168.0 A0 332.0
55 168.1 -24.4 360.8
56 160.2 -58.4 378.7
57 148.9 -73.4 409.4
58 168.1 -104.1 440.2
59 160.2 -140.2 460.4
60 168.0 -158.2 494.2

wrs RESIJUAL AUTOCORRELATION COEFFICIENTS #ew

STAKDARD ERROR = 0.149 fH1 SQUARE = 11.16
DEGREES OF FREEDOH = 12
TIME LAG AUTOCORRELATION
15 . I+ o 0.04
14 o I s 0.17
13 o I s . 0.14
12 o I+ . " 0.07
1 o 1 ¥, 0.20
10 o *® 1 . -0.17
? . *] . -0.07
8 . # 1 . -0.19
; . ¥ 1 . -Q.ié
& . LD vel?2
N . * ] -0.13
4 . I+ R 0.03
3 . I . 0.99
2 o I + 0.19
i o * . Q.01
) QD U S (U (D (D (D QRS R0 (R (S (VD (R AOS (F (PR (PR ) RS O
-1 0 +1
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APPENDIX H

ALAMEDA NAS DATA AND RESULTS




ALAMEDA NAS
MONTHLY JPS ISSUES - JAN 76 THRU JUN 83

(THOUSANDS OF BARRELS)

*23 DATAFILE LISTING FUNCTION s+

PERIOD OBSERVATION PERIOD OBSERVATION PERIOD OBSERVATION

1 24.14 3 24.46 61 18.50.
2 32.62 32 33.39 62 ! 21.01
3 44.98 33 23.72 83 23. 1
4 29.37 34 18.94 64 24,72
S 32,91 35 . 26,14 65 23.91
é 51.82 36 28.22 b4 20.83
7 22.94 37 25.59 67 27.02

8 40.08 38 22.69 48 21.92
4 31.85 39 24.31 69 20.16
10 32.68 40 24.14 70 27 .54
1 39.69 41 33.88 71 18.15
12 32.49 42 23.71 72 19.58
13 26.42 43 20.88 73 20.91
14 39.31 44 29.48 74 21.98
15 43.08 45 21.07 735 28.33
16 30.29 44 19.82 76 17.78
17 35.79 47 27.98 77 20.14
18 42.18 48 22.73 78 26.40
19 34.99 49 19.91 79 16.93
20 44.87 30 23.335 80 28.43
21 27.28 31 25.40 81 32.74
22 30.58 52 22.01 82 18.77
23 35.09 33 31.10 83 22.39
24 25.09 54 24.41 84 25.69
25 24.95 55 24.72 85 15.84
26 34.01 36 19.84 86 21.29
27 40.15 57 17.45 87 24.55
28 30.79 58 20.94 88 17.67
29 27.13 59 20.58 89 16.19
30 319.82 50 17.46 90 24.72
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ALAMEDA NAS

- FY 1981 DECOMP RESULTS

!

HEAN SQUAKED ERROR (NSE) = 26.5
. MEAN ABSOLUTE PC ERROR (HAPE) = 14,3%
I MEAN PC ERROR OR BIAS (WFE) = =2.79%

v
7
T
»
]
h
r
ra
-

DO YOU UANT TO ESTIMATE THE 12 CYCLICAL FACTORS FOR YOUR

FORECASTS? (IF NOT, A VALUE OF 100 WILL BE ASSIGNED TO EACH)
=N

#:4:k  FORECAST 33
FERIOD  FORECAST

38 18.62
59 23.035
40 21.47
61 17.88
42 22.12
43 20.79
64 17.15
45 21.29
Y] 19.91
67 16.4!
48 20.28
89 19.03
. ##% RESIDUAL AUTOCORRELATIONS e
: TIME LAG AUTOCORRELATION
ﬁ 10 . I+ . 0.03
g 9 . Is . 0.03
¥ 8 . 1s . 0.04
. 7 . * . -0.02
: 3 * 1 . -0.23
- 3 Is . 0.03
4 . * . 0.0}
3 . Is . 0.07
2 . ] . -0.01
1 . *®] . -0.07
QD P ) (U S (D B P AP0 5 UV (PR P00 U QPR (D R QP S D 4
-1 4} +1

CHI-SQUARE COMPUTED ( B8 DEGREES OF FREEDOM) = 4.1774
CHI-SOUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.30

THE MODEL YOU USED IS5 CORRECT BECAUSE THERE
I3 NO SIGNIFICANT PATTERN LEFT IN THE RE3IDUALS
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ALAMEDA NAS 1
i. FY 1981 CENSUS RESULTS
- HEAN SOUAKED ERROR (HSE) = 13.4
HEAN ABSOLUTE PC ERROR (MAPE) =  10.0%
WEAN PC ERROR OR BIAS (KPE) ‘= —-1.43%

DO YOU WANT TO INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y OR N)

=N

FERIOD  FORECAST
58 14.85
39 21.58
80 18.41
61 16.33
42 17.84
&3 19.29
64 16.03
63 19.46
64 16.96
&7 13.72
63 13.32

49 10.93
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ALAMEDA NAS

FY 1981 GAF RESULTS

. MEAN SQUARED ERKOR (MSE)

= 20.1
p MEAN ABSOLUTE PC ERROR (MAPE) = 13.32
' MEAN PC ERROR OR BIAS (NPE) = =2.192

DO YOU UANT TO CONTINUE THE TRAINING (Y OR N)

=N
i FERIOD FORECAST
. 58 22.09
- 59 21.41
v 60 19.21
. 41 21.06
. ¥4 21.71
43 21.84
44 21.39
43 3.2
Y] 19.32
47 21.02
48 18.17
69 16.74
#2% RESIDUAL AUTOCORRELATIONS ®xx%
TIME LAG AUTOCORRELATION
10 . I =, 0.14
9 . * . -0.02
8 . I# . 0.03
7 . I« . 0.04
é . * . 0.00
3 . % 1 . -0.13
4 .t 1 . -0.13
3 . x 1 . -0.17
2 . I . -0.1%
1 . Is . 0.06
1.I.1.1.1. 1.1, 1. 1012 DL DL T WG DL DL T T
-1 0 t1
CHI-SGUARE COMPUTED ( 3 DEGREES OF FREEDOK) = §.4441

CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOH®) = 135.5

THE NODEL YOU USED 15 CORRECT BECAUSE THERE
IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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ALAMEDA NAS

FY 1981 BOXJEN RESULTS

nEsN SQUAKED ERROR (45E) = 36.3
AEAN ABSOLUTE FC ERROR (RAFE) = 17.9%
MEAN FC ERRGR OR BIAS (MPE) = -8.7%

PER  FORECAST 95 PC. BOUNDS

54 22.9 1.3 33,3

59 24.8 7.4 42.3

00 21.5 013 42-8

8l 22.8 -4o7 50.3

02 24.8 =77 7.4

83 21.3 ~15.4 G58.4

o4 22.8 -290.5 §6.1

65 24-8 -23-9 ‘ 73.6

.Y 21.9 -32.2 75.3

67 22.8 -37.7 83.3

48 24.3 -41.7 71.4

o7 21.3 -90.5 3.0

#4% RESIDUAL AUTOCORRELATION COEFFICIENTS #:#s

STANDARD ERROR = Q.134 CHI SQUARE = 20.00
DEGREES OF FREEDROM = 135
TISE LAG AUTOCORRELATION
18 . % 1 o -0.14
17 . 13 . 0.12
14 o # . 0.01
13 s # 1 . -0.09
14 . 1 *, 0.20
13 o Is o 0,03
12 o I o # 0.38
1 o L& o 0.03
19 . 0 I s . 0.13
b2 . I . O.16
8 ° I+ . 0.11
7 o I+ . 0.04
) . T | . -0.19
5 . I = . 0.1
4 . 1 s, 0.15
y 3 . * . 0.0t
.- 2 . I+ . 0,11
] . 2 ~Q,ul

LILLLLL L L L L LT L L L
- ! ¢ i
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- ALAMEDA NAS
I FY 1982 DECOMP RESULTS
o
MEAN SQUARED ERROR (SE) = 25.4
- HEAN ABSOLUTE PC ERROR (NAPE) =  14.0%
i' MEAM PC ERROR OR BIAS (WPE) = -2.842
- DO YOU VANT TQ ESTIMATE THE 12 CYCLICAL FACTORS FOR YOUR
= FORECASTS? (IF NOT, & VALUE OF 100 WILL BE ASSIGNED TQ EACH)

=t

*¢x  FORECAST 3$#3
PERIOD  FORECAST

70 17.36
ra! 20.44
72 19.14
73 18,67
74 19.41
73 18.35
74 13.98
77 18.78
’8 17.56
79 15.28
80 17.95
81 16.78
#3:¢ RESIDUAL AUTOCORRELATIONS #+##
TINE LAG AUTOCORRELATICON
10 . * . 0.01
? . I 0.07
8 . I 0.03
7 . ® 1 . Q.10
6 . 1 . -0.18
3 . * . 0.01
A . x . 0.00
3 . I =, 0.15
2 . * . p.00
{ . ¥l . =0.03
IUS D 0% O 5 05 ) ) B ) (PD I (P 1P () BP0 P IV 8
-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOW) = 5.2674

CHI-SOUARE FROH TABLE ( B DEGREES OF FREEDO4) = 135.50

THE MODEL YOU USED IS CORRECT BECAUSE THERE
15 NO SIGNIFICANT FATTERN LEFT IN THE RESIDUALS
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ALAMEDA NAS
l FY 1982 CENSUS RESULTS

. MEAN SQUARED ERROR (MSE) = 17,3
- MEAN ABSOLUTE PC ERROR (MAPE) = 11,42
MEAN PC ERROR OR BIAS (MPE) = -1.72%

DO YOU WANT TO INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y OR N)

=N

FERIOD  FORECAST
70 20.90
21 26.79
72 24.90
73 24.82
74 28.37
73 32.41
76 32.57
77 41.31
78 34.68
79 37.30
84 37.3¢
81 31.44
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= ALAMEDA NAS

FY 1982 GAF RESULTS

S MEAN SQUARED ERROR (NSE) = 148.6
u MEAN ABSOLUTE PC ERROR (MAPE) = 11.8%
g = -1.85%

MEAN PC ERROR OR BIAS (MPE)

B0 Y0U WANT TO CONTINUE THE TRAIRING (Y DR )

=N
. PERIOD FORECAST
ni 70 21.87
NV 71 21.13
A 72 21,132
N 73 22.03
74 22.12
s 75 23.70
b 74 25.17
77 24.02
78 22.44
79 25.04
20 22.53
81 22.58
#3+ RESIDUAL AUTOCORRELATIONS s
TINE LAG AUTQCORRELATION
19 S 0.12
9 1 . -0.03
8 .o 0.01
7 R 0.08
[ . Is 0.04
5 1 -0.03
4 *] -0.07
3 s+ 1 . -0.15
2 . % 1 . -D.14
) R S 0.08
I.I.1.1.1.1 1.1 1.1 1. L. L. T lo DL DL DT
-1 ¢ +1
CHI-SQUARE COMFUTED ( 8 JEGREES OF FREEDOM) =  5.4752
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE MOBEL YOU USED IS CORRECT HECAUSE THERE
IS NO SIGNIFICANT FATTERN LEFT 1N THE RESIDUALS
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ALAMEDA NAS

Clhaie Aheat e v Shan - aut

FY 1982 BOXJEN RESULTS

HEnN SQUARED ERROK (n31)
AEad wBSOLUTE PC ERRDR
dEAR PC ERRAGR UR BILaS
PER FORECAST 93
70 24.1 12.6
71 22.4 9.9
72 20.7 G.0
73 24.i ~2.9
74 2.0 7.0
759 20.7 “15.2
7o 24,14 ~-{7.8
77 22.0 -24.8
75 20.7 -31.4
77 24.1 -34.4
3y 22.4 -41.8
3l 20.7 -4%.90
%% S lUAL AUTICURKELATION
ATndnaly SRReR = .i2;
JotUREES OF FRECDON =
1 ine Lab
' . i
i . Iz
iv o I %
7 . I #
S o I#
IT . "
3 o {
3 . 1 %
4 . I %
3 . %
. [ ¥
i . £

ledivialotadiaioliing,

< ra

(NAPE)
(rfPiE)

H o6 ou

PC. BOUNDS

35G.9
39.2
41.4
350.8
9.2
S6.0
65,1
8%.9
72.9
82.6
86.9
9.4

CHI SGYARE =

31.35
16,01

b e LT
=4 .‘13/-

COEFFICIENTS w3

28.64

AUTGCORRELA TN
9.39
0.03
V.15
0.14
0.06
~0.01

~0.,22
(VRN
V.13
0.0
Vil

RURVR}
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MIRAMAR NAS
1 MONTHLY JPS ISSUES - JAN 74 THRU JUN 83

(THOUSANDS OF BARRELS)

PRI o GRS /

PERIOD OBSERVATION PERIOD 0BSERVATION PERIOD OBSERVATION

R 1 142,42 39 156,46 77 138.53
. 2 1372.53 40 114,17 78 135.93
- 3 175.09 4 133.11 79 129.00
v 4 192.92 42 125,98 80 129.05
5 139.48 43 123,21 81 96.44

é 147,45 44 110,06 82 114.84

7 155.81 45 119.00 83 101.99

8 181.35 46 110,63 84 98.95

9 135.04 47 109,22 85 129,43

10 176.05 48 92.77 86 88.07

11 154.59 49 116,95 87 100.14

12 155.01 50 112,07 88 86.93

13 175.13 51 106.70 89 77.42

14 149,61 52 118,87 90 102.16

15 165.13 53 120.86 91 94.56

14 166.89 54 135.45 92 99.39

17 161.25 55 107.19 93 82.84

18 130.85 54 114,74 94 73.47

19 153.29 » 108.20 95 58.98

20 189.80 28 106.19 96 76.2%

21 165.27 59 110.14 97 88.79

22 151.43 60 93.59 98 97.77

23 155.88 b1 122.84 99 99.42

24 134.56 62 99,45 100 96.43

25 222,78 63 104,04 101 85.24

24 110.47 b4 109.76 102 111.75

27 145,04 65 94.43 103 107.04

28 127.91 1Y) 102.90 104 110.39

29 123.89 67 104,93 105 89.39

30 134,93 48 111,33 106 95.54

31 99.13 49 89.74 107 95.41

32 148.31 70 108.11 108 114.92

33 147.30 21 104.04 109 131.42

34 127.58 72 89.03 110 103.49

35 138.57 73 110.44 111 90.44

36 121.81 74 120,70 12 75.94

37 134,32 75 128.49 13 78.43

38 112.38 76 - 132,48 114 90.52
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MIFAMAR NAS
!' FY 1981 DECOMP RESULTS
\
MEAN SQUARED ERROR (MSE) = 303.7
« MEAN ABSOLUTE PC ERROR (MAPE) = ?.0%
Iﬂ MEAN PC ERROR OR BIAS (NPE) = -1.45%
o DO YOU WANT TO ESTIMATE THE 12 CYCLICAL FACTORS FOR YOUR
s FORECASTS? (IF NOT, A VALUE OF 100 WILL BE ASSIGNED TO EACH)
o =N
_ ##¢  FORECAST s
o PERIOD  FORECAST
N 70 95.18
71 97.06
72 93.05
73 94.87
74 90.92
75 92.47
76 88.80
77 90.48
78 86.67
79 88.29
80 84.54
81 84.09
#%:¢ RESIDUAL AUTOCORRELATIONS s#:¢
TIME LAG AUTOCORRELATION
10 * . -0.00
9 I+ . 0.05
8 . ox 1 . -0. 11
7 R E 0.11
3 ., 1 . -0.29
5 1 =, 2,4
4 . I+ . 0.)3
3 . ) E R 0.07
2 . Is . 0.07
1 * 1 . -0.25
TR TE TR US U5 75 05 080 00 75 U5 05 U5 70 15 95 95 45 TR 4
-1 0 +1
CHI-SQUARE COMPUTED ¢ 8 DEGREES OF FRFEDOM) =  14.6433
CHI-SNUARE FROM TABLE ( 8 DEGREES OF *REEDOM) = 15.50

THE MODEL YOU USED CAM BE IMPRQUED BECAUSE THERE IS SONE PATTERN IN
THE RESIDUALS WHICH CAN BE FORCASTED. SPECIFICALLY, THEE FOLLQUWING TInE
LAGS AND AUTOCORRELATIONS LO NOT SEEM 10O BE RANDON.
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. MIRAMAR NAS
h FY 1981 CENSUS RESULTS
3
MEAN SQUARED ERROR (MSE) 2 220.1
NEAN ABSOLUTE PC ERROR (MAPE) =  7.8%
y MEAN PC ERROR OR BIAS (MPE) = -1.012
i .
' DO YOU UANT TO INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y OR N)
=N
3
! PERIOD FORECAST
¥ 70 99.47
; 71 104.40
) 72 91.18
73 116.70
. 74 99.36
X 75 112.45
‘ 76 110.11
\ 77 111.92 .
78 119.31
79 110.77
: 80 117.84
; 81 110.48
Y
y
L]
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MIRAMAR NAS

FY 1981 GAF RESULTS

. MEAN SQUARED ERROR (MSE) = 304.3
' MEAN ABSOLUTE PC ERROR (MAPE) = 10.02
MEAN PC ERROR OR BIAS (MPE) a2 -1.302

DO YOU UANT TO CONTINUE THE TRAINING (Y OR N)

=N
PERIOD FORECAST
89 . 102.720
70 101.463
71 1046.50
72 99.17
73 106.08
74 99.14
73 100.463
76 102.62
77 98.47
78 100.58
79 97.358
80 100.97
#8% RESIDUAL AUTOCORRELATIONS #»=#
TINE LAG ) AUTOCORRELATION
10 . 1 . <0.03
9 . %1 . -0.11
8 . I . Q.05
7 . ¥ l . ‘0.1'
é « 31 . -0.08
S . * « -0.02
4 . # . -0.03
3 . %] . -0.07
2 . * . -0.02
1 . % 1 . =0.13
- I.1.1.1.5.1.1.1.1.1.1.1.1.1. 2, 1.1.1.1.1.1
-1 0 +1

. CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 4.48534
. CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 13.50

THE MODEL YOU USED 1S CORRECT BECAUSE THERE
1S NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS

178

- ..

Ny " e e T Ty e e T T e R ML RO A A I T AR G
Y, "L\ﬂyd~|$-‘_f;_ig"~ P R A R SR P G A S S R UL WS WU e Sl Gkl S




g
o

,.
v

AL g
N L P

MIRAMAR NAS

FY 1981 BOXJEN RESULTS

MEAN SQUARED ERROR (MSE) = 370.4
MEAN ABSOLUTE PC ERROR (MAPE) = 11.0%
MEAN PC ERROR OR BIAS (MPE) = -5.382
PER  FORECAST 93 PC. BOUNDS

20 101.9 43.5 140.3

71 104.4 43.3 143.8

72 101.9 22.5 181.3

73 104.6 3.3 203.9

74 . 101.9 -18.1 222.0

75 104.6 -38.5 245.7

76 101.9 ~-61.2 265.1

77 104.6 -81.2 290.3

78 101.9 -102.3 311.2

79 104.6 -128.8 337.9

29 101.9 -1348.9 360.4

81 104.6 ~179.4 388.5

#++ RESIDUAL AUTOCORREL/TICN COEFFICIENTS ##=

STANDAﬁD ERROR = 0.122 CHI SQUARE = 29.93
DEGREES OF FREEDOM = 19

TIME LAG AUTOCORRELATION
12 . 1 ok .23 )
11 . ¥ 1 . -0.14

10 . I+ , 0.09

9 . 1+ . 0.09

8 . ¥ . 0.01

7 . I = 0.12

5 o 1 . ~0.21

s . 1 'R 0.21

4 . I . 0.07

3 . * . 0.02

? . e . 9,12

1 * 1 -0.23

|90 R 2% 4 O S O 4 0 O P O OO 0 PR S IR IR B O ¢

-! +1
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MIRAMAR NAS

IF.T i .

FY 1982 DECOMP RESULTS

MEAN SQUARED ERROR (MSE) = 291.0
MEAN ABSOLUTE PC ERROR (MAPE) = 10.42
MEAN PC ERROR OR BIAS (MPE) = =1.40%

DO YOU WANT TO ESTIMATE THE 12 CYCLICAL FACTORS FOR YOUR

FORECASTS? (IF NOT, A VALUE OF 100 UILL BE ASSIGNED TO EACH)
aN

44 FORECAST s»e¢
PERIOD  FORECAST

82 103.07
83 103.90
84 90.99
83 114.32
84 94.21
87 106.39
88 101.92
a9 101.96
90 101.44
91 93.94
92 103.482
93 93.24
##% RESTIDUAL AUTOCORRELATIONS *#s
TIRE LAG AUTOCORRELATION
10 . 0.02
9 « I» . 0.035
8 . I . 0.04
? .« * ., -0.02
é « * . 0.02
3 . 1 = 0.18
4 e 1 . 0.27
3 P S | 0.27
2 . 1 . 0.33
1 « 1 .0 0.34
I.1.1.1.1.1.1.1.1.1.t.1.1.1.1.1.1.1.1.1.1
-1 0 +1

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) =  34.3293
CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE MODEL YOU USED CAN BE INPROVED BECAUSF THERE 1S SOME PATTERN IN

THE RESIDUALS WHICH CAN BE FORCASTED. CreCIFICALL., THE FOLLOWING TIME
LAGS AND AUTOCORRELATIONS DO NOT SEEM TO BE RANIIOM.
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HEAN SQUARED ERROR (MSE)

MIRAMAR NAS

FY 1982 CENSUS RESULTS

=
MEAN ABSOLUTE PC ERROR (MAPE) = 11.02
z

MEAN PC ERROR OR BIAS (MPE)

DO YOU WANT TO INPUT YOUR ESTIMATES OF THE TREND CYCLE (Y OR N)

PERIOD

82
a3
84
85
a4
8z
88
87
90
91
92
93

FORECAST

113.16
111.22
90.88
109.73
96.97
96.30
93.83
88.17
87.84
77.40
746.78
51.04
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MIRAMAR NAS

DT R L 2

FY 1982 GAF RESULTS

MEAN SQUARED ERROR (NMSE) = 291.1
MEAN ABSOLUTE PC ERROR (MAPE) 3 7.92
MEAN PC ERROR OR BIAS (MPE) = -1.,252

T .
g DO YOU WANT TO CONTINUE THE TRAINING (Y OR N)
: N
PERIOD FORECAST .
73 102.97
74 94.04
735 98.46
76 99.49
77 93.14
78 . 95.350
79 91.44
80 97.64
81 88.82
82 92.26
83 92.44
84 87.93
3% RESIDUAL AUTOCORRELATIONS s##
TIME LAG AUTOCORRELATION
10 . *1 . ~0.04
9 « *1 . -0.10
8 . I+ . 0.03
7 « 31 . -0.12
s . 31 . -0.08
3 . * . =0.02
4 . *1 . =0.06
3 « 8l . =-0.07
2 . s . -0.01
1 . * ] . . =0.13
I.1.1.1.1. 1. 1. 1.1, 1.1 LT DL 0L DG DL TG T
-1 0 +1
CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDON) = 4.7731

CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE MODEL YOU USED 1S CORRECT BECAUSE THERE
IS NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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MIRAMAR NAS

FY 1982 BOXJEN RESULTS

HEAR SQUARED ERROR (MSE) = 331.4
MEAN ABSOLUTE PC ERROR (MAPE) = 10.81
HEAN PC ERROR OR BIAS (NPE) = =4,4602

PER  FORECAST 93 PC. BOUNDS

82 113.6 73.2 134.0
83 114.2 42.5 183.9
84 101.0 =3.2 203.1
83 131.8 -5.7 269.3
85 113.1 ~38.1 284.3
87 131.2 ~73.8 33é.1
88 130.6 =-107.9 369.1
89 127.1 -144.5 398.7
90 128.0 ~176.1 432.1
1 122.3 -213.7 438.3
92 135.4 -231.4 302.8
93 116.8 -280.8 514.3

*++ RESIDUAL AUTOCORRELATION COEFFICIENTS »#e

STANDARD ERROR = 0.120 CHI SQUARE = 16.64
DEGREES OF FREEDOW = 20

TIIE LAG AUTOCORRELATION
12 0.19
1 0.02
10 _0.00
0.07
o. l°’
-0.09
-0.09
0.07
0.13
0.02
0.04
-0.20

&

* »
© =0 0=t D=t 4 0=t =4 Dt b b=t Bd G W Pt
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APPENDIX J

NSC JACKSONVILLE DATA AND RESULTS
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NSC JACKSONVILLE
MONTHLY JPS ISSUES - OCT 78 THRU SEP 82

(THOUSANDS OF BARRELS)

paSeririd i

*33 DATAFILE LISTING FUNCTION s

3 PERIOD  OBSERVATION PERIOD  OBSERVATION PERIOD  OBSERVATION
~ 1 195.32 21 171.00 4 109.59
) 2 160.54 22 113.54 42 124,25
; 3 120.24 23 137 .65 43 130.33
H 4 150.58 24 - 187.489 44 111.18
) 5 160.75 25 152.72 45 133.08
* ) 193.37 24 165.28 46 162.43
' ? 143.59 LY/ 1146.98 47 118.34
8 129,52 28 96.79 48 102.43
5 9 173.72 29 147,93 49 134.14
- 10 149.34 30 151.38 50 113.92
s 1" 192,34 31 1460.57 51 145.28
: 12 152.10 32 121,59 52 179. 11
s 13 110.58 33 123,34 53 156.18
14 110,55 3 96.27 54 218.87
; 15 121.89 35 112.80 55 163.82
4 16 102,48 36 101.55 56 114.77
1 17 116.62 37 129.93 5?7 114.19
] 18 197.39 38 76.96 58 86.12
. 19 164.08 39 97.44 59 135.20
) 20 146.92 40 129.53 80 31.33
&
"\
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NSC JACKSONVILLE

FY 1981 MEAN RESULTS

] MEAN BQUARED ERROR (MSE) = 884.0
MEAN ABSOLUTE PC ERROR (MAPE) =  18.9%
NEAN PC ERROR OR BIAS (NPE) = «-4,51%
PERIOD FORECAST
- 37 143.31
- k{ 143.31
o 39 143.31
40 143.31
At 143.31
N 42 143.31
e 43 143.31
~ 44 143.31
N 45 143.31
46 143.31
Y 143.31
48 143.31
2] #s% RESIDUAL AUTOCORRELATIONS ##x
o TINE LAG AUTGCORRELATION
10 . 31 . -0.15
9 . * 1 . -0.09
8 . '3 . -0.05
7 . 1+ . 0.04
3 . 1 * . 0.17
5 . 1s . 0.10
4 . L] I . -0¢‘B
3 . s1 . -0.07
2 . ] . -0.04
1 . 1 *. 0.30
I.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1.1. 1. 1.1
-1 0 +1
. CHI-SQUARE COAPUTED ( 8 DEGREES OF FREEDOM) =  7.2810

CHI-SQUARE FRON TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE WODEL YOU USED IS CORRECT BECAUSE THERE
i5 NO SIGWNIFICANT FATTERN LEFT IN THE RESIDUALS

...............................
.....




NSC JACKSONVILLE

FY 1981 EXPO RESULTS

MEAN SQUARED ERROR (MSE) = 983.0
MEAN ABSOLUTE PC ERROR (HAPE) = 19.4%
NEAN ‘PC ERROR OR BIAS (HPE) = -7.312

PERIOD FORECAST
37 114.42
38 110.54
39 107.86
40 105.%7
41 104.44
42 103.721
43 103.06
44 102.41
45 102.29
44 102.07 .
47 101.91
48 101.80
»%% RESIDUAL AUTOGCORRELATIONS #*x#
TIHE LAG - AUTOCORRELATIDN
10 . % 1 . -0.14
9 . *] . -0.06
8 « * 1 . -0.10
7 . I* . 0.06
[ . 1 *, 0.25
5 . I* - 0.05
4 o 1 . -0.32
3 . * 1 . -0.18
2 . 1 . -0.12
1 . I = . 0.21
I.I1.1.1.1.1.1.1.1.1.1.1.1.1.1. 1. 1. 11101
-1 0 +1
CHI-SQUARE COAFUTED ( 8 DEGREES OF FREEDOM) = 10.9245
CHI-SQUARE FROW TABLE ( 8 DEGREES OF FREEDON) = 15.50
THE HODEL YOU YSED IS CORRECT BECAUSE THERE
{S NO SIGNIFICANT PATTERN LEFT IN THE RESIDUALS
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NSC JACKSONVILLE

FY 1981 EXPOTL RESULTS

MEAN SQUARED ERROR <(HSE) = 1236.4
MEAN ABSOLUTE PC ERROR (MAPE) = 22.0%
MEAN PT ERROR OR BIAS (HPE) = =13.36%

PERIOD FORECAST

37 106.42
38 103.09
39 102.04
40 101.71
41 , 101.40
42 101.57
43 101.55
44 101.53
49 101.55
46 101.55
47 101.53
48 101.53

FIdAL ALPHA = §.483

#%% RESIDUAL AUTOCORRELATIONS #%#

TIAE LAG ) AUTOCORRELATION
19 . s 1 . -0.14
9 . * . 0.01
8 . 51 . -0.11
7 . I+ . 0.035
é . 1 L I 0.26
5 . I+ 0.04
4 * 1 . -0.34
3 . % 1 . -0.18
2 . * 1 . -0.22
i . I s . 0.11
1.1.1.1.1.1. 1. 1. 1. 1.1.1. 1. 1. 1. 1. 10T . D T
-1 0 +1
CHI-SQUARE COXFUTED < 8 DEGREES OF FREEDOM) = 11,1508

Cri-50UARE FROW TABLE ( 8 DEGREES OF FREEDOM) = 15.50

THE HODEL YOU USctD CAN BE IWPROVED BECAUSE THERE IS SOHE PATTERN IN
Ve FESIDUALS WHICH CAN BE FORCASTED. SPECIFICALLY, THE FOLLOVING TInE
LA35 AaD AUTOCURRELATIONS DO NOT SEEN TO BE RANDOM.
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- NSC JACKSONVILLE
"~
% FY 1982 MEAN RESULTS
i
N HEAN SQUARED ERROR (HSE) = 882.8
5 HEAN ABSOLUTE PC ERROR (MAPE) =  19.4%
A MEAN PC ERROR OR BIAS ({MPE) = -4.86%
e
FERIOD FORECAST
49 137.19
$;{ 50 1372.19
2% 51 137.19
b 52 137.19
s 53 137.19
) 54 137.19
e 55 137.19
o 56 137.19
g 57 137.19
A 58 137.19
b 59 137.19
N 60 137.19
N #2+ RESIDUAL AUTOCORRELATIONS ##:#
_— TIHE LAG AUTOCORRELATION
e 19 . s . 0.02
" 9 . I . 0.03
o 8 . * . -0.02
- 7 . Is . 0.09
AN 6 . I 0.28
5 5 . I *, 0.24
< 4 . I+ . 0.03
= 3 . 1+ . 0.15
2 . I+ . 0.08
S 1 . 1 . 0.36
L IES PR IS 5 35 O3 F5 F5 75 15 5 3 5 5 05 3 0 0 0% 9|
g -1 0 +1

CHI-SQUARE COMPUTED ( 8 DEGREES OF FREEDOM) = 14,5135
CHI-SQUARE FROM TABLE ( B8 DEGREES OF FREEDOM) = 13.30

RN
.

FrY : SN

THE HODEL YOU USEL CAN BE IMPROVED BECAUSE THERE IS SOME PATTERN IN
THE RESIDUALS WHICH CAN BE FORCASTED. SFECIFICALLY, THE FOLLOWING TIME
LAGS AND AUTOCORRELATIONS DO NOT SEEN TO BE RANDON.
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NSC JACKSONVILLE

FY 1982 EXPO RESULTS

MEAN SQUARED ERROR (NSE) | = 862.7
HEAN ABSOLUTE PC ERROR (HAPE) = 18.84
HEAN PC cARGR OR BIAS (HPE) = -7.39%

FERIDD FORECAST
49 121.28
30 115.462
91 . 111.47
52 108.90
33 106.96
54 105.40
35 104.45
36 103.98
57 103.32
38 103.19
59 102,96 1
60 102.80
&% RESIDUAL AUTOCORRELATIONS ssx
TIME LAG AUTOCORRELATION
10 . *1 . -0.10
9 . +] . -0.07
8 . % 1 . -0.22
7 . * . -0.02
4 . 1 5, 0.24
9 . Is - 0.03
4 ok 1 . -0.29
3 . # 1 » -0.11
2 . *1 . -0.12
1 . I s, 0.18
L9 U 5 0 05 F5 I 0 0% % (55 5 %0 390 %5 0F0 U0 00 0% 99 |
-1 0 +1
CHI-SOQUARE COWPUTED ( 8 DEGREES OF FREEDO) 11.4820

CHI-SQUARE FROM ThABLz ( 8 DEGREES OF FREEDOM) = 15.39

THE HODEL YOU USED IS CORRECT BECAUSE THERE
I5 NO SIGNIFICANT PATTERN LEFT it THE RESIDUALS
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' FY 1982 EXPOTL RESULTS
g
- MEAN SQUARED ERROR (MSE) = 1049.4
< HEAN ABSOLUTE PC ERROR (MAPE) = 20.6%
) MEAN PC ERROR OR BIAS (HPE) = ~10.402
P~
i PERIOD FORECAST
2 49 115.33
! 50 114,81
\ 51 114.32 .
x 52 113.84
. 53 . 113.38 .
% 54 112.94
* 55 112.52
56 112.11
’ 57 111.72
- 58 111.35
L 59 110.99
iy 60 110.45
» FINAL ALPHA = 0.040
. #+% RESIDUAL AUTOCORRELATIONS #+*
: TIHE LAG AUTOCORRELATION
& 10 . %1 . -0.09
' 9 . s . -0.02
: 8 . %1 ; -0.13
C- 7 R * . 0.01
2 8 . I s 0.27
- 5 . 1+ " U.05
" 4 1 . -0.26
3 . ] I . "0.]1
- 2 . % 1 . -0.18
- 1 . I+ . 0.1
% I.I1.1.1 1.1 100020200, 1. 1. DL 1. 1L DL DL 1.
- -1 0 +
- CAI-SQUARE COAPUTED { 8 DEGREES OF FREEDOH) =  10.774
) CHI-SQUARE FROM TABLE ( 8 DEGREES OF FREEDOM) = 15.50
¥ THE HODEL YOU USED IS CORRECT BECAUSE THERE
. IS NO SIGWIFICANT PATTERN LEFT IN THE RESIDUALS
YA
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